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There are two main reasons for absence of the practical theory of stripping to resonance states
which could be used by experimental groups: numerical problem of the convergence of the DWBA
matrix element when the full transition operator is included and it is unclear what spectroscopic
information can be extracted from the analysis of transfer reactions populating the resonance states.
The purpose of this paper is to address both questions. The theory of the deuteron stripping is
developed, which is based on the post continuum discretized coupled channels (CDCC) formalism
going beyond of the DWBA and surface integral formulation of the reaction theory [A. S. Kadyrov
et al., Ann. Phys. 324, 1516 (2009)]. First, the formalism is developed for the DWBA and
then extended to the CDCC formalism, which is ultimate goal of this work. The CDCC wave
function takes into account not only the initial elastic d + A channel but also its coupling to the
deuteron breakup channel p + n + A missing in the DWBA. Stripping to both bound states and
resonances are included. The convergence problem for stripping to resonance states is solved in
the post CDCC formalism. The reaction amplitude is parametrized in terms of the reduced width
amplitudes (ANCs), inverse level matrix, boundary condition and channel radius, that is the same
parameters which are used in the conventional R-matrix method. For stripping to resonance states
many-level, one and two-channel cases are considered. The theory provides a consistent tool to
analyze both binary resonant reactions and deuteron stripping in terms of the same parameters.

PACS numbers: 24.30-v, 25.45.-z, 25.45.Hi, 24.10.-1

I. INTRODUCTION

Production of unstable nuclei close to proton and neu-
tron drip lines has become possible in recent years, mak-
ing deuteron stripping reactions (d, p) and (d,n) on these
nuclei (in inverse kinematics) not only more and more
feasible as beam intensity increasing but also a unique
tool to study unstable nuclei and astrophysical (n, ¥),
(p,7v) and (p, o) processes. The deuteron stripping re-
actions populating resonance states of final nuclei are
important and most challenging part of reactions on un-
statble nuclei. If for nucleon transfer reactions popu-
lating bound states for about fifty years experimental-
ists used the standard distorted waves Born approxima-
tion (DWBA), an adequate theory for transfer reactions
to resonance states yet to be developed. By standard
DWBA I mean the approach in which the one-step trans-
fer matrix element is evaluated with incoming and out-
going distorted waves calculated by fitting the deuteron
and proton elastic scattering with local optical potentials.
The transition operator contains finite range effects as
well as the full complex remnant term. The main idea
of the DWBA is that the transition matrix element is so
small that one can use the first order perturbation theory.
Since the nuclear potential is quite large by itself (~ 100
MeV), the smallness of the transition operator can be
fulfilled only if the reaction is peripheral enough, so that
the non-diagonal matrix element, representing the trans-
fer reaction amplitude, becomes small. However, since
the resonance wave function is large in the nuclear inte-
rior and different channels are coupled in the nuclear in-
terior, the character of the stripping to resonances can be

quite different from the stripping to bound states. Nowa-
days the standard DWBA is gradually being replaced
by more advanced approaches like continuum dicretized
coupled channels (CDCC) [1-3], adiabatic distorted wave
(ADWA) [4], coupled reaction channels (CRC) and the
coupled channels in Born approximation (CCBA) avail-
able in FRESCO code [5]. There are two main reasons for
absence of the practical theory of stripping to resonance
states which could be used by experimental groups. First
one is the numerical problem of the convergence of the
DWBA matrix element when the full transition operator
is included. However, it is only a technical problem. The
second pure scientific unsolved problem is what spectro-
scopic information can be extracted from the analysis of
transfer reactions populating the resonance states. Be-
sides, since the standard DWBA is deficient to more ad-
vanced methods like CDCC or ADWA, a new approach
should go beyond of the DWBA.

Majority of theoretical works devoted to the develop-
ment of the theory of single-nucleon stripping into un-
bound states of the residual nucleus have been published
in 1970-s [6-21]. Great interest in these reactions at that
time stemmed primarily from the fact that they allow one
to extract reliable information on the properties of nu-
clear resonant states by means of the combined analysis
of the data on stripping and elastic resonant scattering
of nucleons from the target nucleus [8, 13, 15, 16]. In
most of the cited works the theory of stripping into reso-
nant states was developed within the standard DWBA
by analogy with usual stripping to bound states. In
this case the expression for the reaction amplitude ob-
tained instead of the bound-state wave function for the



captured nucleon (form factor) contained a continuum
wave function which leads to slow convergence of the ra-
dial integrals or even to their divergence depending on
the choice of this wave function. In Refs. [6, 9, 11] the
form factor was taken to be a scattering wave function,
which described the resonant scattering of the nucleon
from the target nucleus. This wave function was calcu-
lated using a single-particle potential whose parameters
were adjusted to give a resonance with the correspond-
ing properties. The Gamov decaying-state wave function
and the Weinberg wave function which are regular at
the origin and purely outgoing at infinity were used in
Refs. [10] and [14], respectively. Various methods were
suggested to calculate radial integrals practically with
the above-mentioned form factors: (i) the introduction of
the convergence factor exp(—ar) into the integrand [6];
the integral obtained was calculated for various @ > 0
and then its values were extrapolated numerically to the
limit of a = 0; (ii) the method of contour integration
in the complex r-plane (complex scaling) [9]; (iii) the
method based on the correct account of the boundary
conditions in the three-body scattering problem [11]; (iv)
the Zeldowich-Berggren method [20] of the regularization
of integrals containing the Gamov function in which the
convergence factor exp(—ar?) was introduced [10]; (v)
the pseudo-bound-states method [14]. The methods (ii)
and (iii) were most convenient for numerical calculations.
Although the above methods allow one to avoid formal
difficulties, nevertheless all the methods are rather com-
plicated because of cumbersome numerical calculations
and carry on the shortcomings of the standard DWBA
for stripping to bound states.

Even if we put aside the technical problem of conver-
gence of the matrix element for stripping to resonance
states, there is more important question remains: the
spectroscopic information which can be extracted from
analysis of deuteron stripping reactions (and other trans-
fer reactions) into resonant states. This is really a crucial
question because the answer determines the reason why
we measure nuclear reactions. For more than 50 years
transfer reactions to bound states, and deuteron strip-
ping in particular, have been used to determine the spec-
troscopic factors, which measure the weight of the single-
particle state in the overlap function of the initial and fi-
nal nuclei. That is why there was always a temptation to
develop a theory of stripping into resonant states which is
fully similar to stripping to bound states. For example, in
[13] it was assumed that the spectroscopic factor could be
extracted from deuteron stripping into resonance states.
In this case the spectroscopic factor is the ratio of the
observable and single-particle resonance widths. How-
ever, the spectroscopic factor is not observable and de-
pends on the single-particle potential used to calculate
the single-particle width. In [22] it has been shown that
spectroscopic factors are not invariant under finite-range
unitary transformations and, hence, in exact approach
nuclear reactions cannot be a tool to determine spectro-
scopic factors. In [22] it was called separation of nuclear

reactions and spectroscopic factors. However, there is a
model-independent information, which can be extracted
from deuteron stripping reactions. I mean the asymp-
totic normalization coefficients (ANCs), which are the
amplitudes of the tails of the overlap functions [23] and
are invariant under finite range unitary transformations.
The most model-independent definition of the ANC is
that it determines the residue of the elastic scattering
S matrix in the pole corresponding to bound, virtual or
resonance states. For the resonance state the ANC and
partial resonance widths are related [24, 25]:
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Here [ and j are the orbital and total angular momentum
of particle = in the resonance state F' = (A x), pga is the
reduced mass of x and A, k; 4(0);; is the real part of the
resonance relative momentum of x and A, ¢;;(kz4) is the
non-resonant scattering phase shift, Cf jl and 'y 4 5, are
the ANC and partial resonance width in the channel z+ A
with the quantum numbers [ and j. Eq. (1) stands for
narrow resonance, i.e. for kyar;; << kga(0)j1, where
kza(nji is the imaginary part of the resonance momen-
tum kmA(R)jl = kmA(O)jl — ikmA(I)jl; which determines
the location of the resonance pole in the momentum
plane. Due to relation (1), the resonance width is also
invariant under finite-range unitary transformations and
can be determined from the experiment.

Nowadays, it is quite well understood that the ANCs
can be determined from peripheral transfer reactions,
see [26-31] and references therein. However, the ANC
method has been applied only for transfer reactions pop-
ulating bound states. It is well known that from bi-
nary resonance scattering and reactions using the con-
ventional R-matrix approach one can determine the res-
onance partial widths, which, as we have underscored are
related to the ANCs. R-matrix method is one of the most
popular tools among the experimental groups worldwide
because the approach is comparatively simple even for
many-body, many-channel cases and deals with the for-
mal partial resonance widths determined from the fit to
the experimental data. These formal widths can be eas-
ily related with the observable partial widths. Using the
R-matrix approach one can fit simultaneously data for
all available channels. It allows one to control the consis-
tency of the obtained physical parameters. The question
is whether the theory of stripping to resonance states can
be formulated in terms of the same parameters which are
used in the R-matrix analysis of the binary resonance re-
actions.

It is the purpose of this paper to address a theory of
the deuteron stripping, which will solve all the above
mentioned problems for the deuteron stripping into res-
onant states. The delivered theory is based on the post
CDCC formalism going beyond of the DWBA and sur-
face integral formulation of the reaction theory. The
CDCC wave function takes into account not only the
initial elastic d + A channel but also its coupling to the



deuteron breakup channel p+n+A missing in the DWBA.
The convergence problem is also resolved in this formal-
ism. The reaction amplitude is parametrized in terms of
the reduced width amplitudes (ANCs), inverse level ma-
trix, boundary condition and channel radius, that is the
same parameters which are used in the R-matrix method.
Thus the theory provides a consistent tool to analyze
both binary resonant reactions and deuteron stripping in
terms of the same parameters.

The theory is based on the surface-integral formula-
tion of nuclear reactions and valid for stripping to both
bound and resonance states. First, just for demonstra-
tion of the formalism, the transformation of the DWBA
amplitude for stripping to the bound state is presented.
The reaction matrix element is split into two parts: inter-
nal (over the relative coordinate between the transferred
nucleon and target) and external. The idea of such sep-
aration is based on the fact that in the post formalism
the main contribution to the stripping amplitude comes
from the nuclear exterior while the prior form amplitude
is dominated by the internal region. It will be shown
that the dominant external post (internal prior) ampli-
tude using the Green’s theorem can be written as the
dominant surface integral encircling the internal volume
plus small addition from the prior external (post internal)
part. Thus, both post and prior forms lead to the same
reaction amplitude given by the sum of small internal
post form, small external prior form and the dominant
surface integral. The contribution of the post internal
part can be minimized by a proper choice of the final-
state optical potential, and the other two amplitudes are
parameterized in terms of the reduced widths amplitudes
(ANCs). After that the theory is extended to the CDCC
formalism. Then the theory is applied for stripping to
resonance states. First it is developed for the standard
DWBA and then the post CDCC formalism based on the
surface integrals is developed. One of the most impor-
tant results of this paper is that the post CDCC form
for stripping into resonant states can be written as the
sum of the small internal (over the coordinate r,4) post
form and the dominant surface part. The absence of the
diverging (or poor converging) external part solves the
problem of convergence of the matrix element for strip-
ping to resonance state.

In the developed approach the information about the
resonance subprocess is contained in the scattering wave
function of the fragments formed by resonance decay.
This wave function is written in a standard R-matrix
form using its separation into the internal and external
parts. It allows us to generalize the R-matrix method
for binary reactions to stripping reactions. Since the
deuteron stripping into resonant states is 2 — 3 parti-
cles reaction, the excitation of the resonance occurs in
the subsystem, while the third particle causes the distor-
tion. The extracted partial resonance widths can be used
for calculation of the (n, ) processes. If the cross section
for (n, v) resonant capture is available, the simultaneous
fit to the deuteron stripping and (n, ) resonance cap-

ture can be done. The method can be also applied for
analysis of the Trojan Horse reactions [32]. Concrete cal-
culations and the application of the theory for deuteron
stripping and Trojan Horse reactions will be presented
in the following up papers. In what follows we use the
system of units in which 7 = ¢ = 1. We also neglect the
spins of the particles if not specified otherwise.

II. SURFACE INTEGRAL FORMULATION FOR
DEUTERON STRIPPING TO BOUND STATE.

Before the theory of the deuteron stripping to reso-
nant states will be outlined I will present a surface in-
tegral formulation of the theory for stripping populating
bound states. First, just for demonstration, I consider
the DWBA and then extend it by including the CDCC
wave functions. As it has been explained in Introduction,
the transfer reaction matrix element will be split into two
parts in the subspace determining the relative motion of
the transferred nucleon and target: internal and external
parts. After that replacing the potentials in the transi-
tion operators by the kinetic energy operators and using
the Green’s theorem the matrix element in terms of the
surface integral will be obtained.

A. Stripping to bound state. Post form of DWBA.

In this section we consider the post form DWBA am-
plitude, which we split into the internal and external part
in the subspace over the relative coordinate between the
transferred n and A. Due to the choice of the transition
operator in the post form, the internal part turns out to
be small. The external part, which is parameterized in
terms of the ANC, will be transformed into the dominant
surface integral encircling the internal volume and small
external prior DWBA amplitude.

We start consideration from the exact reaction ampli-
tude for the deuteron stripping to bound states

d+A—p+F 2)

where F' = (An) is the bound state. The post form of
the exact reaction amplitude

M) (I, kga) =< 87| AVp |0 >, (3)

where \Ill(-Jr) is the exact scattering wave function in the
initial state with the two-body incident wave d + A,

fbgf ) = X;}) ¢ is the channel function in the exit state
p+ F, ¢; is the bound-state wave function of nucleus
i, Xl(-;-r) = XS].) (r;;) is the distorted wave describing the
relative motion of particles ¢ and j with the relative mo-
mentum k;;; A Vpp = Vpa + Vo — Upp is the transition
operator in the post form, V;; is the microscopic interac-
tion potential between nuclei 7 and j, U;; is the optical
potential between nuclei ¢ and j; r;; is the radius-vector



connecting the center of mass of particles ¢ and j. I
remind that the exact wave function \Ill(-Jr) is fully anti-

symmetrized but the channel wave function 3¢ is not
antisymmetrized with respect to exchange of the exiting
proton and nucleons in F. However, the internal wave
function of F' ¢p in fI)gf ) is fully antisymmetrized. The
reason why we can drop the antisymmetrization in the
channel wave function is the presence of the fully anti-
symmetrized exact wave function in the initial state and
fully symmetric transition operator what can be seen be-
low when the transition operator is expressed in terms of

the kinetic energy operators.
To obtain the post form of the DWBA from Eq. (3)

we replace \Ill(-Jr) by the channel wave function fI)l(-Jr) =

wdpa XEIJ;X) in the initial d + A state:

M) (K, kaa) =< O | AVyp|®fT > ()
Then we use approximation
pr ~ I} pa, (5)

where I% (r,4) is the overlap function of the bound state
wave functions of nuclei F' and A:

Iy (rna) = (pal o). (6)

Note that the integration in Eq. (6) is taken over all the
internal coordinates of nucleus A. Then the transition
operator in Eq. (4) takes the form < g4 |AV,p|pa >=
< palVpalpa > +Vpn — Upp. Potential < @a|Vpalpa >
is replaced by the optical potential U, 4 and we obtain a
standard post form of the DWBA amplitude:

MPWEos) (i kgs) =< ¢§f>| AVpFI‘I)§+) > (7)

where A Vp F = Upa+Vpn —Upr. Now we will transform
this volume integral into the surface one. First, we adopt
rp4 and r,r as Jacobian variables and split the configura-
tion space over r, 4 into the internal and external regions,
while the integral over the second Jacobian variable, r,r,
is taken over all the coordinate space. Splitting the reac-
tion amplitude into internal and external amplitudes we
get,
MPY@®t) (o kgn) = M, (Kpp, kaa)

+ Me[)W(pOSt) (ka; de)a (8)

xt

DW (post)
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where the internal amplitude is given by

MDW(post) (ka , de)

nt

=< P I AV, rlpax) >

9)

TnA<Rna

Correspondingly, the external amplitude is given by
MEY P (ke kga)

=< XA I 1AV, pleaxh >

(10)

TnAa>Rna

Here, R, 4 is the channel radius similar to the one in-
troduced in the R-matrix approach, which separates the
internal and external regions.

The splitting of the amplitude into the internal a nd
external parts in the subspace over the Jacobian variable
r, 4 is natural and evident. The overlap function I f (rna)
is the only object in the reaction amplitude which pro-
vides spectroscopic and structure information. In the ex-
ternal region the overlap function has a standard radial
shape given by the spherical Hankel function (for neu-
trons) with the amplitude called the ANC (see below).
To determine the behavior of the overlap function in the
nuclear interior, which bring one of the main uncertain-
ties in the analysis of the deuteron stripping, microscopic
calculations are required [33]. In a standard approach the
internal part of the overlap function is approximated by
the single-particle bound state wave function calculated
in the adopted mean field. The proportionality coeffi-
cient is the square root of the spectroscopic factor. Due
to the structure of the transition operator the external

matrix element M2} #°*Y) iy the post form is dominant

compared to a small contribution coming from the inter-
nal part Mlﬁtw(p%t)

the following.

. This simple observation stems from

In the internal matrix element, r,4 < R,4, due ab-
sorption of the protons inside nucleus F, effective ry, ~
TpA & Tpr > Rp, where Rp is the radius of nucleus
F. For the protons outside of F' and neutrons inside or
on the surface of A each nuclear interaction in the op-
erator AVPF = Upa + Vpn — Upr is small. Potential
Upr is arbitrary and often U, is chosen to compensate
for Upa so that the transition operator reduces to V.
Since the DWBA is the first order perturbation theory,
the minimization of the whole transition operator A Vp a
provides smaller higher order terms and, hence, better
serves the theory. This choice is more preferable in the
formalism presented here and we adopt Uy, which min-
imizes AVPF =Upa + Vpn — Upr at 7,4 < Rp4 making
the contribution from the internal matrix element small
compared to the external one.

In the external matrix element (r,4 > Ry4), which is
dominant, the overlap function I'§ can be replaced by

its asymptotic tail. Although Mfﬂ”p °st) can be cas-
ily calculated for stripping to the bound state, here we
transform this matrix element into an alternative form,
which has clear advantage in case of stripping to reso-
nance states discussed below where convergence becomes

a main impediment.

Now we proceed to the transformation of the volume
integral defining the external matrix element in terms
of the dominant surface integral encircling the sphere at
Tna = R4 and a small, due to the structure of the tran-
sition operator in the prior form (see Eq. (17)), external
volume integral in the prior form. Note that the trans-
formation is exact within the DWBA formalism.

To transform the external volume integral to the sur-



face one, we rewrite the transition operator as

AVypp =Upa + Von — Upr = [Vpn + Uaa] — [Upr]
+(Up,4 — UdA)- (11)

The bracketed operators are the right-hand-side opera-
tors in the Schrodinger equations for the initial and final
channel wave functions in the external region:

(E—T)paxiy = Von +Usa) paxiy — (12)
and

(B =TI = Upr g™ (13)
To derive Eq. (13) we took into account that at r,4 >
Roa 1 f satisfies the asymptotic Schrodinger equation
(ena — Tna) I§ = 0, where €;; is the binding energy of
the bound state (ij) and T;; is the kinetic energy oper-
ator of the relative motion of ¢ and j. These equations
imply the following connection between the external post
form DWBA amplitude and the matrix element MZW
containing the surface integral:

MET @D (1, kaa) = MEW (Kpr, kaa)
+MeDW(mor) (kpr, kaa), (14)

xt

where

MDW(pm'or) (ka , de)

ext

_ (=) TP A T7 (+)
=< XpF {al AVaaleaxqs > R (15)
and
MEY (kpr, kaa)
_ =) 7P 57 _ 7 (+)
=<Xpp Lol T — Tlpaxgy > e hs (16)

Here, the transition operator in the prior form AV 4 in
the external region, where the nuclear n — A interaction
disappears, takes the form

AVdA = UpA - UdA- (17)

The overlap function is given by

If(rnA> = Z

InA My, 4 my

< JaMa jnamj,,|Jrp Mp >
A
X < J, M, lnAmlnA|jnAmjnA >
XY, 4 mya (fra) TAjunina (Tna)- (18)

Here, < j1mi ja ma|jzsms > is the Clebsch-Gordan co-
efficient, l,a (my,,) is the orbital angular momentum
(its projection) of the relative motion of n and A, jna
(mj,,) is the total angular momentum (its projection)
of n in the bound state F' = (nA), J; (M;) is the spin
(its projection) of nucleus i; I, jna(Tna) is the radial
overlap function, which is a real function [23], Y7, (F) is

the spherical harmonics and # = r/r is the unit vector.
We assume that only one value of [,,4 contributes to ex-
pansion (18). If the channel radius is taken larger than
the range of the nuclear interaction, the radial overlap
function can be replaced by its asymptotic term,

TnAa>Rna

X jratna(Bna) = dpa+l

F
Ca Jnalnal

X KnA hl(i,)q (’L KnA TnA); (19)

where hl(ii (i knaTna) is the spherical Hankel function
of the first order, C§ jnalna 1s the ANC of the overlap
function, kna = /2 lna€na is the bound state wave
number.

It is also useful to introduce the reduced-width ampli-

tude used in the R-matrix approach, which can be ex-
pressed in terms of the ANC [25]:

RnA
TnAjnalna = \ | 2 tima Iﬁ; Jnalna (R"A)
= DA e OF D (i Rus). (20)
2 Hn A A nA

Correspondingly, the reduced width is

Rpa . p
%2114 Jnalna — 2,:1114 [ A jnalna (R"A)]2

Ryoa 1
—(_1)lnA+1H721A [Cz{;jn,q Loa h( )

= ) n Rn 2'
% fima Loy (iEnaltn )]

(21)

It is worth mentioning that, due to the presence of the
channel radius R, 4, the reduced width, in contrast to the
ANC, is model-dependent. The dependence on the chan-
nel radius becomes crucial with increase of the binding
energy. We are going to use also the boundary condi-
tion, which is the logarithmic derivative of the overlap
function at rp4 = Rna:

1 dlrnah®) (iknarna))

BnA =
hl(i,)q (iHnA RnA) dr

TnA=Rna

(22)

Due to Eq. (19), the amplitude Mﬂ”p”"” can be
parametrized in terms of the ANC. We note that this am-
plitude is also small. In the external region, r,4 > Ry 4,
the nuclear n — A interaction can be neglected. Besides
in this region the overlap function exponentially fades
away. Also, if the proton absorption is strong in the in-
ternal region of A, the dominant contribution comes from
rpa > Ra, where R4 is the radius of nucleus A. If the
adopted radius channel R, 4 is larger than the n — A nu-
clear interaction radius we can neglect n—A nuclear inter-
action in the external region. In this region each nuclear

potential Ué\g and Ué\f4 and their difference U,4 —Uga are
small. The Coulomb part U, —U$y ~ Za €® Ra/(2 RY),



where Ry is the deuteron size and Z4 e is the charge
of nucleus A, is also too small compared to the nuclear
potential. Thus the dominant contribution to the post

DWBA amplitude M2V #*Y Eq. (14), and, hence, to

the total post form DWBA amplitude MPW®ost) comes
from the surface integral MZ"W. Here and in what follows

all the amplitudes with the transition operator T-T
are assigned the subscript S, which is abbreviation of
”surface”, because the volume matrix elements of these
amplitudes can be transformed into the surface ones in
the subspace over variable r, 4 while over the second Ja-
cobian variable r,r we always keep the volume integral.

Now we express MPW in terms of the surface integral
over variable r, 4 and the same technique will be used
throughout the paper. The kinetic energy operator can
be written as T' = Tpr + Tra. Tpr is a Hermitian oper-
ator in the subspace spanned by the bra and ket states
in Eq. (16). It can be proved if we take into account
that at r,p — oo the integrand in this equation van-
ishes exponentially due to the presence of the bound state
wave function ¢4(rp,) and the overlap function I} (r,,4).
Hence, integrating by parts twice the integral over r,p
we obtain

(=) 7F | = (+)
<Xpr Lal Tpr — Tprl0axgs > SR
_ — —_ +
=< X;(DF) ;| Tpr — Tprlea XEIA) > =0.
TnA>Rna
(23)
Then M g W reduces to
MEY (kpp, kaa)
_ — —
=< XSP I T oa = Tualeaxy > (24)
TnA>Rna

We apply now Green’s theorem to transform the vol-
ume integral into the surface one, which encircles the
inner volume over the coordinate r:

[ avse) [T-7] o)

r<R
1
T _i ds [g(r) Vs f(x) — f(r) Vag(r)]
1, df(r) 9g(r)
= _ﬂ R /er |:g(1‘) or - f(I‘) or R :
(25)

Here, dS = R?>dQ#, where Q is the solid angle. Note
that the unit vector  is the normal vector to the sphere
directed outside of the restricted by the surface volume.
The integration in Eq. (24) over rp4 is taken over the
external volume restricted by two spherical surfaces: the
inner surface with the radius R, and the external sur-
face with the radius R;l 4 — 00, that is

MEY (kpr, kaa) = —MQXL[A (kpr, kaa)

+MEY (kpp, kaa).  (26)
The first term in this equation is the surface integral
encircling the inner surface of the external volume at
rnA = Ry 4 while the second term is the surface integral
taken at rpa = R;l 4 — 00. A negative sign in front of
the first term appears because the normal to the surface
is directed inward to the center of the volume, i.e. op-
posite to the normal to the external surface (at infinitely
large radius). The second term vanishes because of the
presence of the overlap function I, which decreases ex-
ponentially at 7,4 — 00. Then for MPW we get

MEY (kyr, kan) = —M)" (kpr, kaa)
(+)
1 2 (+) (+) 0 [I}Z (rna)]” F . 0 ‘Pd(Tpn) Xk )(raa)
= ZILLHA RnA / drpF Xika (r;DF) dQl‘nA |:<Pd(Tpn> Xde (rdA) 787‘"14 — [IA (I‘nA)] arn:A :|
(27)

Here we took into account that Xf:)*(r) = X(j{) (r). In-
voking Egs. (18) and (19) we can rewrite MZ" in the
form explicitly showing parametrization in terms of the

reduced width amplitude (ANC) and boundray condi-
tion, the quantities used in the R-matrix approach:

TnA=Rna
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MD
s 2 HnA

W(ka; de) = ilnAJr ! KnA RnA h/l(il ('L RnA RnA)

>

< Ja My jnAmjnA|JFMF >

Jnamg, , mu, 4 My

X < JnMn lnAmlnA |jnAmjnA > < Jp Mp JnMn|Jde > C,I:jnAlnA

< [ are xS ) [ 490V, () lwd@pn)xgi(rdAMBnA— D)= R

- RnA
B 2 HnA . Z

JnA MG, , mu, 4 Mn

9 @a(rpm) Xi7) ) (Tan)
OTna

(28)

< Ja My jnAmjnA|JFMF > < J, M, lnAmlnA|jnAmjnA >

X < I My Ty Ml JaMa > Guagoaten [ Axex ) ) [ 4901 (Bu)

X [‘Pd(Tpn) Xf:;z, (rga) (Bna — 1) — Rpa Do

Finally, the total post form DWBA amplitude is given
by

MPW@ost) (ki kgn) = My, ) (kp e, kaa)

nt

+M£¥V(ZDT’LOT) (ka, de) + MSL')W(ka; de)' (30)
Taking into account that MEPW = MPWpest)

MDW(pm'or)

et we can rewrite Eq. (30) in a different form:

MPW@ost) (ko kaa) = My, ) (Kp, kaa)
T MeDW(pm'or) (ka, de)

xt
+ [Mgc?/(post) (kpr, kaa) — MO P77 (K, kaa)| -
(31)

Thus, the main result of this section is that the post
form of the DWBA amplitude can be written as the sum

of the peripheral parts, M, DW (prior) | pr g W and small

ext
internal term MthW(p ) The peripheral part itself con-

sists of the dominant surface amplitude M g W and small

external prior form Miﬁ”p "ior)  The peripheral part is

parametrized in terms of the ANC (reduced width ampli-
tude), channel radius R, 4 and the logarithmic boundary
condition, that is in terms of the parameters used in the
R-matrix fitting. The model dependence of these two pe-
ripheral amplitudes is caused by the ambiguity of the op-
tical potentials and channel radius R, 4. The strongest
model dependence comes from MthW(p OSt), because, in
addition to the ambiguity of the optical potentials, to
calculate it one needs to know the behavior of the overlap

function in the internal region. For peripheral reactions

DW (post)

contribution of M;

int can be neglected.

am(rm)xgi)(mm]

(29)

TnA=Rna

B. Prior form of DWBA. Stripping to bound state.

In subsection A the post form of the DWBA amplitude
has been considered. However, all the results hold also
for the prior form

MPW@rion (i 1 k) =< X](o;) TN AV aal ¢a XEIJ;Q >

= MDY ET (ke kaa) + MOY T (K, de)( :
32
where
Mlgl/l/(prior) (kpr, kqa)
=< Xpr 14 dA<PdXdA>TA<RA (33)
and
Mgcgv(mor) (kpr, kaa)
=< Xfo}) I£|AVdA|<pdx&Z) > R (34)

with the transition operator

AVdA:UpA—FVnA—UdA. (35)
The n— A interaction potential V,,4 =< @a|Vialpa > is
the mean field real potential supporting the bound state
(n A). The splitting of the amplitude into the internal
and external terms in the subspace over the coordinate
r, 4 helps us to further transform the prior DWBA ampli-
tude. Due to the structure of the transition operator the

external matrix element Mfﬂ”p ") in the prior form is
small (see the discussion in subsection IT A) and the main
contribution in the prior form comes from the internal
part MthW(p "i") Since the internal part is given by the

volume integral, its calculation requires the knowledge of

TnA=Rna



the overlap function in the internal region. The model
dependence of the overlap function in the nuclear inte-
rior (rpa < R,a) brings one of the main problems and
main uncertainty in the calculation of the internal matrix
element. However, using the surface integral we can re-
distribute the internal contribution in terms of dominant
the surface term (over variable r,4) plus small internal
part written in terms of the volume integral in the post
form. With reasonable choice of the channel radius R, 2
the contribution from the internal volume integral in the
post form can be significantly decreased compared the
surface matrix element. The latter can be expressed in
terms of the R-matrix parameters - the observable re-
duced width amplitude (ANC), boundary condition and

. DW (prior) .
channel radius. To transform M, , (prior) into the sur-
face integral in the subspace over variable r,, 4 we rewrite

the transition operator in the internal region as

AVga =Upa +Vpa —Uda

= [Vna +Upr| + (Upa + Von — Upr) — [Vpn + Uaal.
(36)

The bracketed transition operators are the potential op-
erators in the Schrodinger equations for the initial and
final channel wave functions. Hence, for the internal prior
form of the DWBA we obtain
DW (pri
M ETD (e, Kga)

= M-DW(pOSt)(ka, kia) + Mgw(mor) (kpr, kaa),

wnt

(37)
where
MEY (kpr, kaa) = — < XS 1T = Tloax(y) >
= — <X\ L5 Toa = Toalpax(y >
=-Mg" (kpr, Kaa). (38)

Note that here M 5? WA is the surface integral encircling
the border of the internal volume at Tna = Ry, with the
normal directed outward. Thus we have demonstrated,
what should be expected from the very beginning, that
MPWrior) — prPW(post) - Hence all the equations ob-
tained in the previous subsection IT A are also valid in
the prior formalism.

It is worth mentioning that in the post formalism, in
contrast to the prior one, we have obtained two surface
integrals (in the subspace over r, 4) with the radii r,, 4 =
R,a and r,q = R;l 4 — oo and then proved that the
second integral is zero. From the equality of the post
and prior DWBA amplitudes we could conclude that the
surface matrix element over infinitely large sphere 7,4 =
R;l 4 — 00, which appears only in the post formalism,
vanishes.

There is another interesting point to discuss which ex-
plains the advantage of the above outlined formulation
of the stripping. As we have discussed, due to differ-
ent structure of the transition operators in the post and

prior forms, the main contribution to the post (prior)
form comes from the external (internal) part (in the sub-
space over variable r, 4). Since both forms give identical
amplitudes, that is, describe the same reaction mecha-
nism and the same physics, such redistribution of the
main contribution is possible only if the main contribu-
tion to each form comes from the border between external
and internal parts. In the post (prior) form this border
attributed to the external (internal) form and can be ex-
pressed in term of the surface integral. Let us rewrite
equality M PW(prior) — pfPW(post) ip the following form:

MDW(pm'or) (ka, de) + MDW(ZDM'OT) (ka, de)

nt ext

= ML ") (kyp, kan) + M2 (kyp, kaa).
(39)
DW (prior) and

In this form the dominant terms are M, ,

Migv(p“t) while the rest two terms, Mﬂ”p”‘”) and
Mlﬁtw(po“) are smaller. From Eq. (39) we get

MDW(post) (ka, de) _ MDW(pm'or) (ka, de)

ext ext

_ MDW(prior) (ka, de) _ MDW(ZDOSt) (ka, de)

nt nt
= ME"Y (kpr, kaa) = —ME)" (kpr, kaa)- (40)
Thus the difference between the post and prior external
amplitudes (or the prior and post internal ones) is the
surface integral in the subspace over r;, 4.

There is one more point left to discuss. When deriving
the post form of the DWBA amplitude from Eq. (4) we
used approximation ¢r =~ I§ ¢4 neglecting the contri-
bution from the channels n+ A,, n > 0, where A,, is the
excited state of A. However, I will show now that the
surface integral formulation doesn’t require this approxi-
mation. To this end let us split M ®°5Y) into the internal
and external parts in the subspace over variable r, 4. In
the internal part we use a standard DWBA approxima-
tion ¢p ~ I{ ¢4 to arrive to the standard internal post
DWBA amplitude. In the external part we rewrite the
transition operator as

AVor =Voa + Von —Upr

= —[Va+Upr] + [Von + Va + Uaga] + (Vpa — Uaa).
(41)

The bracketed operators are the right-hand side opera-
tors of the Schrodinger equations

(E—T) 0" = (Vo + Va + Uaa) 8 (42)
and
(BE-T)2\ " = (Va+ Upp) @47, (43)
Hence, the external part of M (Post) reduces to

p®ost) (kpr, kqa)

ext

= Ms(eot)(Kpr, Kaa) + Méi{“’” (kpr, kaa),  (44)



where
ML (kpr, Kaa)
=< (1)5"7)| Voa — Uaga |(I)1('+) > (45)

rTnA>Rpa
and
. IRV
Mg (eat)(kpr, kaa) =< <I>§ )| T _ T |q)§+) > '
TnA>Rna
(46)

In the matrix element Méﬁf"” we can use a standard
DWBA approximation ¢ ~ I§ ¢4 which leads to the
standard external prior DWBA amplitude. The matrix

element M, S(ext) Can be rewritten as

M (ext)(kpr, kaa)
=< (I)§¢»7)| ?HA — T)nA |(I)l(-+) >

Tna>Rnpa

(+)

(7) <— —
oF| Tna— Toaleavaxgs >

=<
XpF TnA>Rna
_ «— — +
=< X;(DF) Iﬁ” TnA N TnA |<Pd XSA) > TnA>Rna
- - SL'Q/ZA (ka; de)a (47)

We took into account that < <I)§f)|<fpp — ?pp + ?A -

? A|(I)1('+) > = 0, where T4 is the internal motion kinetic
energy operator of nucleus A, and T4 4 = ©aTha.
Thus Mg(eqt) can be transformed to the surface inte-
gral over variable r, 4 encircling the inner volume with
the radius r,4 = R,a without invoking approximation
or ~ I p4. It means that, when deriving the post form
of the DWBA amplitude, the approximation pr ~ I 4
MDW(post)

is required only to obtain two small terms, M, ,

and MDW(;DM'OT)

ext
—MPv
. ."n.A
is an improvement of the DWBA.

, but not the dominant surface term
In this sense the surface integral formalism

C. Deuteron stripping to bound states. Post
CDCC formalism

In the previous sections we succeeded to parametrize

the DWBA amplitude in terms of the ANC except for a

small term, MW Eost)

int . The most serious shortcoming
of the DWBA is that it neglects the coupling to open
reaction and breakup channels. This coupling can be
taken into account if an exact wave function in the initial
or final states is used. However, the exact wave functions
are not yet available (if they would be available in the
whole configuration space, we don’t need to calculate the
matrix element because the asymptotic terms of the exact
wave functions provide the reaction amplitudes in all the
open channels). Here we use the CDCC formalism, which
takes into account the elastic d + A and the deuteron
breakup channel p +n + A in the initial state.

In this subsection the surface integral formulation of
the reaction theory will be applied to the post form of the
CDCC amplitude for deuteron stripping to bound states.
It will allow us to parametrize the stripping amplitude in
the CDCC approach in terms of the R-matrix parameters
- the reduced width amplitude, boundary condition and
the channel radius. To obtain the CDCC wave function
describing the initial state of the stripping reaction, first

the exact initial scattering wave function \IJEH is replaced

by the three-body wave function \IJfBH), which takes into

account the coupling of the initial channel d + A and the
deuteron breakup channel p + n + A [1-3] and satisfies
the Schrodinger equation (in the three-body p+n + A
model space)

(E=T —Upp = Ups — Vo) U2 =0 (48)
with the outgoing waves in the elastic channel d + A and
the breakup channel p +n + A. A general solution of
this equation with the d + A incident wave has outgo-
ing waves in the elastic, breakup and two rearrangement
channels, n+(p A) and p+(n A). To damp rearrangement
channels in the asymptotic behavior of the wave function

\IJfB(Jr) the optical potentials Up4 and U, 4 with strong

imaginary terms can be used [34]. \IJfB(Jr) is given by
3B
WP (vaa, Tpn) = Qalrpn) Xicp) (Faa)

+ [ By o) ) ooy (Fan). (49

Here, @q(rprn) is the deuteron bound state wave function,

gi (rpn) the p — n scattering wave function with the

relative momentum ppp, Xf:;i (rga) and X(;(i,pn)(rdA)

are the expansion coefficients, Fga —epn = P?/(2 ptaa)+
Pon/ (2 bpn)-

In practical application the wave function \IlfB(Jr) is
replaced by the CDCC wave function, which is a solution
of the projected Schrodinger equation
CDCC(+) _ (. (50)

K2

(BT -Uy = Ul = V) w

Here, Ui(fp") = I:’pn Upa ppn, and

LD VDY / A%, iy, ma. (Fpn)

X }/l:n mlpn (

) (51)
is the projection operator, which truncates the number of
the spherical harmonics Y, m, (¥pn) in the coordinate
. . . pn

rpn. Application of this operator to the three-body wave
function suppresses the rearrangement channels in the
asymptotic wave function. The CDCC wave function is
taken in the form

Nmazx

WP o ran) = Py 7 0l (1) X (ran),
n=0

(52)



where 1/)pn (rpn) = @a(rps) is the deuteron bound state

wave function, 1/)](02) (rpn), n > 1, is the n-th discretized
continuum state of the p — n pair obtained by averaging
continuous breakup states in the n-th bin, X( )(Jr)( A)
are the functions, which describe the relatwe motion of
the center—of—mass of the p —n pair in the n-th state and
A. Note that Xl(-o)(ﬂ(rdA) asymptotically behaves as the
incident Coulomb distorted d — A plane wave plus outgo-
ing scattered wave, while X( )(Jr)(rd 4) for n > 0 asymp-
totically do not contain any plane wave having only the
outgoing scattered wave.

To derive the post form of the CDCC amplitude from
the exact one, first we replace the initial exact scattering
wave function \Ill(-Jr) by ©va \IJfB(Jr). Note that ‘P?BH) is
the three-body model (p + n + A) wave function which
treats nucleus A as a constituent particle leaving its inter-
nal degrees of freedom intact. That is why the wave func-

tion \IJ(-Jr) is approximated by the product of the bound

state wave function ¢4 and \IJBBH). Correspondingly,

the transition operator AV,p = Vpa + Vpn — Upp is re-
placed by AVPF = Upa + Vpn — Upp. This replacement
of the microscopic potential V4 in the exact post form
amplitude by Uy 4 is evident because the p— A interaction
potential in the transition operator should be the same
as the one in the Schrodinger equation for the initial scat-
tering wave function \IlgB(Jr) Potential V},, remains the
same when we approximate the initial exact scattering
wave function ny the three-body one. The final state
optical potential U,r is arbitrary and we discuss the op-
timal choice of this potential later on. These approxima-
tions lead to the expression for the post form stripping
amplitude in the three-body model in the initial state:

MBB(post)(k P de)

=< X;(DF)

=< P I AV, p | 97P) > (53)

or | AVr| pa WP >

Thus, even if we treat the d + A collision in the initial
channel in the three-body approach, the final state con-
tains the overlap function, which is essentually many-
body object. Eq. (53) is impractical to use because it
requires the knowledge of the three-body wave function
\IJfB(Jr), Eq. (49), which contains unknown expansion co-
efficients X1, , (rga) and xp(p,,)(raa). In practical appli-

cations the \113 )54
CDCC(+)

is approximated by the CDCC wave

function ¥, , which requires the knowledge of the
finite number of the expansion coefficients. They can be
found from the coupled equations. Correspondingly, the
transition operator AV, = Upa + Vpn —Upr in Eq. (53)
is replaced by AVf} ;}{" + Vo — Upp. Note that
only the potential Upa(rpa), where rpa =rga +1/21p,
is affected by the projector If’pn. Then the expression for
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the post form of the CDCC amplitude takes the form:

MCDCC(post)(k 7, de)

=< XS LAV wdPeom s o (5

Now we split M P into the internal and external parts
in the subspace rj, 4:

MCDCC(post)(ka, de) _ Mli?CC(ZDOSt)(ka, de)

_|_M8C;?CC(post) (ka, de)'

(55)
The internal amplitude Mfl?cc(p °st) ig given by
Mfl?cc(pm)(kp F, Kaa)
—< D IE ATV wEPeC) . (56
Xor T4 v v en,,  (50)
Correspondingly, the external amplitude is
M(EC;?CC(post)(kp ,de)
-) CDCC(4)
=< 1% AV v, 57
XpF A | | roa>Roa ( )

I remind that the integral over the second Jacobian vari-
able, r,r, is taken over all the coordinate space. Sim-
ilarly to the DWBA case, the internal part is small if
the channel radius R,4 is not too large. Due to the
strong absorption of the proton inside A, which is con-
trolled by the imaginary part of the optical potential
Uﬁ", the effective distances are rp4 > R4. Besides,
in the internal region, 7,4 < Rn A, and large rp4, where
TpA ~ Tpn = |Tpa — Tpal, U 5" + V,, can be well ap-
proximated by a properly chosen optical potential Upr
minimizing A Vf}" and the internal matrix element. The
next step is to transform the external matrix element to

the surface one. To this end we rewrite the transition
operator in the form

_Ppn Pp'n. Pp'n.
A‘/;DF = UpA + ‘/p" - UZDF = [_UZDF] + [UpA + ‘/P"]

(58)

The bracketed operators in (58) are the right-hand-side
potential operators in the Schrodinger equations in the
external region r,4 > R,4, where the nuclear n — A
interaction vanishes:

(E — T)\IJCDCC(Jr) (U CDCC(+) (59)

+ Von) ¥
and
(E—T)x\p 15 = Upr X\ 15 (60)

Note that the second equation follows from

(—ena — Tua) I =< 0a|Vialor > . (61)



In the external region, 7,4 > R,a, the source term
on the right-hand-side disappears and Eq. (60) becomes
evident. Taking into account Egs (59) and (60) we get

MCDCC(post)(ka, de) = MgDCC(pOSt)(ka, de)

ext

- = R ,CDCC(+
=< X\ INIT - T wPoem > o

(62)

where T' = T,,p + T, 4. Here, as in the previous section,
for the surface integral we use the subscript ”S”. Since
the CDCC wave function doesn’t propagate into the final
state (its asymptotic terms have only elastic and breakup
terms) the operator T, is Hermitian, i.e.

B = CDCC(+
<X;(DF)I£|TZDF_TZDF|\111' ® > SR
=) PR = CDCC(+

=< X;(DF) LT pr — Tprl¥; > SR
(63)

It can be also shown explicitly taking into account that
the volume integral over r,r can be transformed into
the surface integral over the sphere with the radius
rpr = Rpp — o00. Since the overlap function decays
exponentially at r,4 — oo, the integration over 7,4 is
limited. Hence, at r,p — oo using Eqs (B6) we get
that rqa ~ rp,p — 00 and rp, ~ 7o — 00. The first
term of the CDCC wave function decays exponentially
at rpp — 00 because of the presence of the deuteron
bound state wave function. The terms with n > 1 decay

as 1/ rg = [35]. The distorted wave X;})*(ppp) decays as

N 2,anA

R2 a IF Iry * *
= a3, ) [ a9, [0 0y, p,0) DEEAE e, e 28

B 2,anA

Natural Jacobian variables for \Ill-CDCCH) are rga and

r'pn, but here we use another set of Jacobian variables,

R ) s
g e G ) [ a9t (115000 (T, -
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1/rpr, see Eq. (B16). Hence the surface integral vanishes
at Ryp — o0 as R2p/Ryp — 0.

Then MgDCC(pOSt) takes the form

MgDCC(post) (ka , de)

_ — —
=< X P I T pa = Toa| WP >
Tna>Rna

CDCC(post) (k

C?CC(POSt)(ka, Kaa) + M

=—Mg o, Kaa).

(64)

Rpa

Thus, the volume integral at r,4 > R,4 in the ma-

trix element M g DCCpost) .an be written as the sum of

two surface integrals encircling the external volume, the
sphere with the radius r,4 = R, 4 and the sphere with
ThA = R;A — o00. Note that the integral over r,r is
taken over all the coordinate space. Evidently that the
integral over the infinitely large sphere vanishes because
the overlap function I f exponentially decreases. Hence,

MgDCC(post)(ka, Kga) = _MgRZSC(pOSt)(ka, Kaa).
(65)

The negative sign in front of the inner surface integral
appears because the normal vector to the inner surface
is directed to the center, i.e. opposite to the direction of
the normal to the external surface at r,4 = R;l 4 — OO.
Now we can use equations from subsection A replacing
the initial channel wave function by the CDCC one. For

MgDCC(post) we get
MgDCC(post)(ka, kga) = _MgRifC(pOSt)(ka, Kaa)
§>!‘nA)“Ijz'CDCC(Jr) (r;DF’ rnA)}
\IJ.CDCC(JF) (rpF; rnA) :|
87"",4 aTnA
(66)

rpr and rp4. Taking into account Eq. (18) and (19) we
get,

TnA>Rna

TnA=Rna
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MgDCC(post)(ka, de) _ _MgRDCC(pOSt)(ka, de)

‘n A

_ Rna Z

2 pina
Hn JnA MG, 4 mu, 4 Mn

X < Jn My lnam, ,|jna Mjpa = VnAjnalna / dryr X(jc)pF (r;DF) / A, Y nA ™ML, (fna)

y \Ijl_CDCC(Jr)(

Note that the CDCC wave function itself also depends on
quantum numbers of p —n and d — A subsystems, which
we don’t specify here. It will be done in the following up
paper where concrete calculations will be presented.

Thus we have obtained a remarkable result: the post
form of the CDCC amplitude, in contrast to the DWBA
one, is given by the sum of only two terms:

MCDCC(post)(ka, de) _ Mli?CC(ZDOSt)(ka, de)

CDCC(pos
—Mg, t)(ka,dez, |
68

where the first term, which is the internal post form of the
CDCC amplitude, can be minimized by a proper choice
of Upr and the channel radius R,4, while the second
term, which is dominant, represents the surface integral
with the radius R, 4, which encircles the internal volume
in the subspace over the coordinate r, 4. If the channel
radius is larger than the n — A nuclear interaction radius
the second term is parametrized in terms of the reduced
width amplitude (ANC of the projection of the bound
state wave function of F' on the two-body state n+A) and

the boundary condition at 7,4 = Rna. If MlCDCC(p ost)
is small enough,

MCDCC(post) (ka, de) ~ _MgRDCC(post) (k

o pFy Kda).

(69)

Thus we succeeded to parametrize the post form of the
CDCC amplitude in terms of the R-matrix parameters.
Eq. (68) and parametrization of the surface term of the
post CDCC amplitude in terms of the R-matrix param-
eters, Eq. (67), are one of the main results of this paper.

Although it is assumed that M, CDCC(p °) can be min-

imized so that the second term 1n Eq. (68) becomes
dominant, I would like to present a different form for

Mgl?cc(p OSt)(ka, kga), which leads to a different form

for the whole amplitude MEPCC®os) (k n kya). To

this end, let us rewrite the transition operator AVP;"

< JaMa jnamj,,|Jr Mp >

A

'pFr, rnA) (BnA - 1) - RnA

8\IJ,LCDCC(+) (rpF, rnA) (67)
37%,4 ”’nA:RnA'
in Mgl?CC(post)(ka, de) as
AV 8 = U 4 Vi — Upr
— (U5 + U 4 Vi) = (Vs + Upie) + Ve — UL
(70)

Here, V,4 is the mean field potential supporting the
bound state (n A) while UfZ" is the projected optical
potential describing the n — A interaction in the initial
state of the reaction and entering the Schrodinger equa-
tion for the projected CDCC wave function in the initial
state. The bracketed potential operators are the right-
hand-side operators of the Schrodinger equations in the
internal region, 7,4 < R4,

CDCC(+)

(71)

(E — T)\IJCDCC“)_(U U V)

and

Replacing the bracketed potential operators [U;Z" +

P — — —
U+ Vol and [Voa+Upr] by E—T and E - T,

MlCDCC(post)

correspondingly, we get for a new form:

M_CDCC(post)(ka, Kga) = Mngfc(pOSt)(ka, Kia)

wnt

+ MaC;[m)CC(post) (ka; de)a (73)

M(ZC;LDCC(pOSt)(k 7, de)

| \IJCDCC(+) , (74)

TnA<Rna

=< XpF IA|AV

AV =Voa—U. (75)

Then the total post form of the CDCC amplitude can be



written as

_ MCDCC(post)(ka, de)

wnt

MCDCC(post) (ka , de)

MCDCC(post) (ka , de)

Sh, A
_ MgRZfC(post)(ka, de) _ MgRZfC(post)(ka, de)

+ MCDCC(post)(k 7, de) _ M(ZC’ZLLI)CC(;DOSt)(kZDF’ de)

UL |y Pee 5 . (76)

TnA<Rna

=< XpF) IA | VnA -

Thus, we obtained another important result. The CDCC
amplitude in the post form is equal to the inner volume
integral over variable r,, 4 with the transition operator
Vs — Uf A" This transition operator is the difference
between the bound state potential V,, 4 supporting the
final bound state (n A) and the projected optical poten-
tial describing the n — A interaction in the initial state.
It is worth mentioning that Eqs (68) and (76) are ex-

act within the CDCC approach. If MlCDCC(p 2st) is small
enough, then

MaC;[m)CC(post)(ka, de) ~ MgDCC(pOSt)(k

s pFs Kda).

(77)

However, I prefer Eq. (68) rather than (76).

late Mgy, CDCC(p ) one needs to know the overlap func-
tion in the internal region, where the overlap function is
model-dependent and requires microscopic calculations.
In contrast, in Eq. (68) the dominant part is the surface
integral, which is parametrized in terms of the reduced
width amplitude (ANC). The model dependence of the
surface part is related with the ambiguity of the optical
potentials and the value of the cut-off orbital angular mo-
mentum in the p — n subsystem in the CDCC approach.
Comparison with experiment allows one to extract the re-
duced width amplitude. The model-dependent internal
part in Eq. (68) is small. Eqs (68) and (76) is prelude
to the theory of the stripping to resonance, where the
convergence problem of the external part is one of the
main issue. As we have demonstrated in the post CDCC
formalism the external part doesn’t appear at all. It re-
solves the convergence problem related with the external
part.

To calcu-

D. Deuteron stripping to bound states. Prior
CDCC formalism

A priori, the amplitudes in the post and prior forms of
the CDCC formalism are not equal. That is why the ob-
tained equations using the surface integrals are expected
to be different in both formalisms. The prior form of the
CDCC stripping amplitude is

MCDCC(pm'or) (k . de)

=< UEPCCO AT oax( > (78)
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where
AV =UBA Vi — Usa. (79)

The projected CDCC wave function in the final state is
a solution of the three-body Schrodinger equation

(E—T —US* — Vo — V) P90 = 0. (80)
Here,
g
= > Z A,y Yipami,, (Fna)
lna=0 my, ,=—lna
XY (Fa). (81)

is the projection operator, which truncates the number of
the spherical harmonics Yy, , m, , (fn4) in the coordinate
rnA.

Now, as usually, we split the amplitude
into the internal and external parts in the subspace over
variable r,, 4:

MCDCC(pTiOT)

MCDCC(pm'or) (k . de)

= MEDOCET 40 1)+ MEPCII 1 1)

(82)
where
MEDCCErion) (k1 kyy)
=< \pngccH | U + Voa — Ugal e & > o
(83)
and
MBC;?CC(pMOT) (Ko, kaa)
=< \I,?DCC(f) | Uﬁm —Ugala XE;A) > . (84)

TnA>Rna

The external part of the prior amplitude (see discussion
in subsection IIB), due to the structure of the transition
operator, is small and the dominant contribution comes
from the internal amplitude. We will rewrite this ampli-
tude singling out the surface integral over variable r, 4.
To do it we rewrite the transition operator

AV =U
[U "A 4 Vs +VP"A]

+ Via —Uga
Vo + Udal. + (Vpn — Vot
(85)
The bracketed operators are the right-hand-side opera-
tors of the Schrodinger equations

CDCC(=)* CDCC(—)x

(E—T)0S = (Uph* 4+ Vaa + Vyrt) 05
(86)

and

(E—T)paxiy = Vpn + Usa) paxy.  (87)



Taking into account these equations we can rewrite
MCDCC(pTiOT)

nt

(kpr, kqa) in the form:

nt

+ Mgfm)cc(p”or) (ka; de)a (88)

MCDCC(pm'or) (ka, ko) = MSCDCC(mor) (ka, Kaa)

where

MaC;[m)CC(prior) (ka , de)

T TN ™
and

MgDCC(p”OT) (kpr, kaa)

=~ < UGPCONT T o) > roazton’ 0

Here, the kinetic energy operator T' = T,r + Tha. In
M g beC@rior) the volume integral over rpr can be trans-
formed into the surface one taken over the sphere with the
infinitely large radius: rp,r = Rpr — 00. Forrpa < Rpa,
due to the presence of the deuteron bound state wave
function, the integrand goes to zero exponentially, that
is this surface integral vanishes. Hence, only the sur-
face integral encircling the inner volume with the radius

Tna = Rpa:
MgDCC(prior) (ka, de)

R — —
=~ < USPCCN T~ Toaloaxy) >

TnA<Rna
= = Mg ey, ega). (91)
Mgffc(p%t) is given by Eq. (67).
SDCC (prior) (kpr, kqa) is an auxiliary internal part,

which is small because at 1,4 < R4 and rpp > Rp due
to the proton absorption in the nuclear interior, p — n
nuclear interaction is significantly depleted, and so the
difference V,,,, — VPIZ"A. Then

MCDCC(pm'or) (ka , de)

_ M&QCC(WO” (ka, de) _ MS?RZSC(pOSt)(kPF’ de)

+ M7 (ke Kaa), (92)

Thus the total prior form CDCC amplitude consists of
three terms, small auxiliary internal part, small external
prior form and the dominant surface term. We can see
that post and prior CDCC formalisms are not equivalent.
In the approach used in the paper the configuration space
over variable r, 4 was split into the internal and external
parts. As it has been discussed in Introduction, such a
splitting is natural because the main object of interest in
the analysis of deuteron stripping is the overlap function
I% of the bound states wave functions of the target A
and final nucleus F. Its external part (rpa > Rpa) is
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parametrized in terms of the observable ANC while the
internal part is model-dependent.

In the post formalism the external part is domi-
nant. Invoking the post CDCC formalism allows us to
rewrite the external CDCC matrix element in the form
of the surface integral over variable r, 4, which can be
parametrized in terms of the parameters used in the R-
matrix method for binary reactions, while the model-
dependent internal part gives small contribution. Thus
the volume part of the matrix element over variable r, o
is transformed to the surface integral. For transfer to
bound states such a transformation doesn’t bring any sig-
nificant advantages because the volume matrix element
converges. However, for stripping to resonance states
(see subsection IIT C) this transformation provides a de-
cisive benefit because it solves the convergence problem
of the matrix element. Here, the transformation of the
post CDCC matrix element has been presented mostly
for demonstration but the results will be used below in
subsection III C for stripping to resonance states.

The prior CDCC formalism would be preferable if we
split the matrix element into the internal and external
parts over variable r,,, to separate the internal and pe-
ripheral parts of the deuteron bound state wave function.
But this wave function is well known and is not an ob-
ject of study. That is why below, when considering the
stripping to resonance states, we use only the post CDCC
formalism.

III. DEUTERON STRIPPING INTO
RESONANCE STATES

Now we proceed to the main goal of this paper, for-
mulation of the deuteron stripping into resonance states
using the surface integrals what will lead us to the gener-
alized R-matrix approach for the stripping into resonance
states. Let us consider the deuteron stripping

d+A—p+b+B. (93)

We assume that the resonance formed in the system
F = A+ n can decay into channel B + b, which can
be different from the entry channel A+mn. We start from
the post form and transform it to the surface integral
following the method applied for the stripping to bound
states. Now the application of the R-matrix approach
looks natural. Although we consider the deuteron strip-
ping leading to a specific final channel d+ A — p+b+ B,
there can be a few open channels coupled to the chan-
nel n + A, which is formed after neutron is transferred
to the target A. As in the previous sections, follow the
R-matrix approach, we split the integration region over
r,4 into two regions: internal and external. Internal re-
gion is determined as the one where all open channels are
coupled with each other, so that the transition from one
channel to another can occur only in the internal region.
The external region is the one where all the channels are
decoupled. We obtain new forms for the DWBA and



then for the post form of the CDCC amplitude. For the
DWBA both post and prior approach will lead to the
same final expression. In the standard approach the post
form of the DWBA amplitude is mainly contributed by
the external part in the subspace r, 4, where the con-
vergence question of the DWBA matrix element, which
contains the integration over r,r and r,4, becomes a
main issue. In the prior form the main contribution to
the DWBA matrix element mainly comes from the inter-
nal region in the subspace r, 4, where a strong coupling
between different open channels becomes an issue. In a
new approach formulated below the DWBA amplitude
(in the post and prior forms) is written as the sum of
three amplitudes: small internal post and external prior
forms, and the dominant surface integral in the subspace
over rpa. This surface term is parametrized in terms
of the reduced width amplitudes, resonance energies and
boundary condition, that is the quantities used in a stan-
dard R-matrix approach. In the post CDCC approach
the amplitude is given by the sum of the small inter-
nal post form and the dominant surface term, that is, in
contract to the DWBA, no external prior form appears
in the CDCC method. This resolves the issue of the con-
vergence for stripping into resonant states.

A. Stripping to resonance states. Post form of
DWBA.

The post form of the DWBA amplitude can be ob-
tained by generalizing the corresponding equation for the
deuteron stripping to the bound state. As a starting
point, we use Eq. (7) in which, to get the amplitude
for the deuteron stripping to resonance states, we should

replace the overlap function I§ by the exact scattering

)

wave function \Ill(); with the incident wave in the channel

b+ B:

MDW(post) (P, de)

=< ol U AV rlpapaxiy) > (94)
where AVPF =Upa + Vo — Upr and
) +)*

\IJZ(JB) - \ijﬂy; ‘IJ( k)bB (95)

Since we consider the stripping to the resonance state,
which decays into two fragments b and B, there are three
particles, p, b and B, in the final state. Hence, the kine-
matics of the final state of the reaction depends on two
Jacobian momenta, for which we adopt the relative mo-
mentum of two fragments b and B and by the momen-
tum corresponding to the relative motion of the exit-
ing proton and the center of mass of the system b+ B.
Thus the deuteron stripping reaction amplitude depends
on the momentum P = {k,r, kyp}, which is the six-
dimensional momentum conjugated to the Jacobian co-
ordinates of the system p+b+ B Y = {rpr, ry5}.
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Then repeating the steps used in derivation of the ex-
pression for the post form of the DWBA amplitude for
deuteron stripping to the bound state we get

_ MDW(post) (P, de)

int
(P, kga) + MEWV (P, kga). (96)

MDW(post) (P de)
+MDW(pmor)

exr

Here, internal post amplitude M, DW(p OSt)(P, kia) and

MDW(prlwr)

external prior amplitude M__, (P, kqa) are given

by

MDW(post) (P de)

wnt

=< x T2 AV prlpanal > (97)
rnA<BRna
and
ME T (P Kaa)
=< X Td 1AV rlpaxgy > - (98)
TnA>Rna

Here, YUY (r ) =< <pA|\IJZ(f£t)(7) > and
Tglezt)(*)(rnA) —< ¢A|qjgtgt)(*) >.

The last term of Eq. (96), which will be transformed
to the surface integral, is

MEV (P, kqa)
—< X( )T(emt)( )| T — T |</7d X(+) ) (99)

TnA>Rnpa
Let us discuss the advantage of this new form of the
DWBA amplitude for the deuteron stripping to reso-

nance state(s). Since the internal part MlDW(p ost)

given by the volume integral, its calculation requires

the knowledge of ‘Il(mt)( ) in the internal region. The
model dependence of this function in the nuclear inte-
rior (rpa < Rpa), where different coupled channels do
contribute, brings one of the main problems and main
uncertainty in the calculation of the internal matrix el-
ement. However, as it has been discussed in subsection
ITA, this matrix element gives a small contribution to
the total post form amplitude MPW®ost) due to the
structure of the transition operator AVP r and constrain
rmA < Rnpa. These arguments are also valid when con-
sidering the stripping into resonance states. A proper
choice of the optical potential U,r and the channel ra-
dius R, 4 may significantly reduce the contribution from
the internal post form DWBA amplitude. Due to the
structure of the transition operator A Vg4, which has
been also discussed in subsection IT A, the external ma-

trix element Mfﬂ”p ") in the prior form is also small
and in some cases with reasonable choice of the channel

radius R, 4 even can be neglected. Note that in order to
keep small MDW(pOSt)

in the channel radius R, 4 cannot be

too large and in order to keep small Mfﬂ”p "ior) cannot

be too small. Thus with optimal choice of the chan-
nel radius the dominant part is the surface part M g W



which contains only one volume integral over r,r. Eq.
(96), which presents a new form of the DWBA ampli-
tude for stripping to resonance states, is quite important
for analysis of the stripping to resonance In this sense
the usage of the external prior amplitude M2} (Prior)
has clear benefit because it is small and better converges

the external post form. Also small is the internal ampli-
tude Mlgtw(p“t). The main contribution to MPW (post)
comes from the surface term M g W . Using the R-matrix
representation of the scattering wave function \Ill();)* we
are able to express the total DWBA amplitude in terms
of the reduced width amplitudes, level matrix, bound-
ary condition and the channel radius, that is parameters
used in a standard R-matrix method to analyze binary
resonant reactions n+ A — b+ B. Since the reaction un-
der consideration is the deuteron stripping, the presence

0S 2 k
MEF P ) = T [ S
bB HoB Jr Mp,lmy M,

N

e Yy, (<) Y [Duvmsrse (Bon)] /2 [A7Y),

v,T=1

In this equation we assume that the channel spin s and
its projection mg in the exit channel ¢ = b+ B are fixed
[41]. Jp is the resonance spin (M its projection) in the
subsystem F' = n+A = b+ B and [ is the b+ B orbital an-
gular momentum in the resonance state. The sum over
Jr and [ assumes that a few resonances with different
spins may contribute to the reaction. The subscript ¢
used in Appendix A for the channel b + B is replaced
here by bB. Also =78 M7 =< 4| X7r Mr > s projec-
tion of X7 Mr introduced in Appendix A on the bound
state p4. The bound-state like wave function XJr Mr

27 |k
MDW(post) P, kga) = —= a2z
ot (P kaa) kvs \ oB Z
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of the deuteron in the initial state and exiting proton
causes the distortions. That is why the reaction ampli-
tude, in addition to the R-matrix parameters describing
the binary subprocess, contains additional factors - dis-
torted waves in the initial and the final state. That is
why we can call the obtained expression for the DWBA
amplitude a generalized R-matrix for deuteron stripping
to resonance states.

Now we proceed to the derivation of the expressions for
each amplitude in the right-hand-side of Eq. (96) and the
total post form DWBA amplitude. Since the stripping
into resonance states can lead to rearrangement, the exit
channel b + B may differ from the entry channel n + A.
To proceed further we now use the equations for \IJZ(JJ];)
obtained in Appendix A. Taking into account Egs. (95)
and (A1) we get

< smg Lmy|Jp Mp > < Jo My, J, My|Jq My >

< XoR B ATIAV plpax(y > . (100)

TnA<Rna

describes the system F' =n+ A = b+ B in the internal
region. A priori, it can be calculated using, for example,
the shell model approach [36]. In Appendix A X/ Mr is
written as a nonorthogonal sum of coupled channels, see
Eq. (A4). If we neglect the contribution from the chan-
nel ¢, then Eii%F can be approximated by the internal
part of the overlap function, see Eq. (18). Taking into
account this equation (rewritten in LS-coupling scheme)
we get

it < SMg lml|JFMF > < S/ms/ l/ml/ |JFMF >

JFMFS/ZZ/TTLS/ mlml/ Mn

X < Jp My Ja Mals' mg > < Jy My Jp Mp|Jg My > e~ %520 Y (—kyp)

N

3 Coepstae(Bon) 2 A0 < XS Vi, @na) I i g (ran) AV ppl0a xSy >

v,T=1

Here we added the sum over the channel spin s (its pro-
jection myg in the entry channel ¢ = n+A of the resonant
subreaction n + A — F' — b+ B and over the n + A or-

(101)

TnA<Rna

bital angular momentum !’. The sum over M, and s
appears because the transferred neutron is intermediate
(virtual). It is important that with a proper choice of



the optical potential Uy, the matrix element MthW(p ost)
can be minimized so that its model dependence wouldn’t

have impact on the total matrix element M PW(@ost),

To obtain the expression for Mgcgv(p”‘”)

the external part \Ill()?t)(f), which can be obtained from
Eq. (A31), assuming that the resonance contribution to
this wave function is dominant. In the sum over Jg in
Eq. (A31) we keep only those total angular momenta at

we use for

DW (prior) .27 [upB
[\/1 P k = — 7 — E—
ext ( ) dA) ? ka UnA E
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which resonances contributing to the reaction occur. Let
us consider two possible cases.

(i) The exit channel ¢ = b+ B in the resonant sub-process
n+A — b+ B is different from channel ¢/ = n+A. In this
case the external resonant wave function is given by Eq.
(A36) and its projection on the bound state £ = ¢4 is

determined by Eq. (A37). Then M, DW(prion) reduces to

ext

it <1lmy smg|Jp Mp ><1U'my s mg|Jp Mp >

JpMps/ll/ms/mlml/ Mn

X < Jp My Ja Mals' my >< Jo My Jp My|Ja Mg > Y, (ko) Sy5 pnsrv

2 O (kna, Tha) «u
X <ngp) s el -

Here, V44 is given by Eq. (35). In the external region
Voa=0and Vg = Upa — Uga. Also has been added
the sum over the orbital angular momentum [ and its
projection m; (I’ and my) in the exit (entry) channel
¢ =b+B (¢ = n+A) of the resonant subreaction n+A4 —
b+ B, the sum over the channel spin s’ and its projection
mg in the entry channel ¢ = n + A of the resonance
subprocess n+ A — b+ B and the sum over M,, because

i 27 UpB
MDW(pT’LOT) Pk _2m |[Y%B
ext ( ) dA) kv UnA Z

P 173 +
Vg (Bnd)| AVaalpa x>

Tna>Rnpa

(102)

the neutron is transferred particle. The projections of the
spins of the incident deuteron My, the exiting proton My,
the channel spin s and its projection ms of the exiting
particles b and B are fixed. We also use the symmetry
of the S matrix: SCJ/F = g’ The matrix

s'l';esl cslic’ s’
element Sngsl;nA o 1s given by Eq. (A45). Substituting
it into Eq. (102) gives

it <lmy SmS|JFMF > < l/ml/ s/m5/|JFMF >

JpMps/ll/ms/mlml/ Mn

X < Jp My Ja Mals' mg >< Jo My, Jp My|Ja My > Y%, (—kop)

N
—idhs, —idhs 1/2 74 —1 1/2 Ov (kna; Rna)
x e R e A ST [yt sn (Bop)]2 (AT r [Drasrt o (Bya)]/2 S0 2nds
v,T=1 n
(=) Ol*/ (knA; TnA) RnA * A 7 (+)
Y, na)| AV . 103
XS Xr TnA 05 (kna, Rna) ! my (Ena) aalpaxaa > Tna>Rna (103)
Now we take into account that where in the absence of the Coulomb interac-
tion Fi(p) = (7p/2)'? Jip12(p) and Gi(p) =
O+kz, Rz) = F2 ka, Rz G? ka, Rz
ke, Re) = o FFhe, Re) + Gk, Re) (=1 (7 /22 T _ts1/2 (), Taasaja(p) are Bessel
g _ 1 arctan (ke Re) fUHCtiOHS.
w e iWal g Gilkz, Bg)

- \/Fl?(kg, Re) + G2 (ke, Re) ' 1, (104)

which for the channel & = ¢/ = n+ A and [ = I takes the
form
Ol/ (knA; RnA) = \/F%(knA; RnA) + Gl2/ (knA; RnA)

Fpr(kna: Bna)
Gz/(knA! Rpa)

1 arctan

- \/Fl%(knAa RnA) + Gl2/ (knAa RHA) e 622 v, (105)

Then using Egs. (A41) and (105) we get
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; 2
MEYET (P kga) =27 /% 3 it < lmy smg|Jp Mp >
'LLbB bB nA JF MF s/ll/ms/ my mys Mn

x <U'my 8" mg|Jp Mp >< Jo My Ja Mals' me >< Jy My, Jp My|Jg My > Y75, (ki)

N

. chs
X eiusbBl Z [FUstlJF(EbB)]1/2 [Ail]u‘rﬁ)/‘rnAs/l/J
v,t=1
_ O*/ kn s I'm Rn * A 7
() Oi(kna, Tna) A (Fna)| AVaalpax§y) > . (106)
TnA>Rna

X < X r 14 ,
P TnA Ol*/ (knA; RnA) ™

(ii) If ¢ = ¢/, that is b = n and B = A. Here two cases  be obtained from (102). Here we present the expression
are possible: non-diagonal transition for which s # ¢’  for the diagonal transition (elastic scattering) amplitude,
or/and | # I’ and diagonal transition with [ = I’ and ~ which can be obtained taking into account Eq. (A33):

s = §'. The amplitude for the nondiagonal transition can

rior . 2 .
MEW P )(P, kia) =1 T Z it <lmy smg|Jp Mp ><Ilmy smg|Jp Mp >

ext k R
nANA G M Um, my my M,

X < Jp My Jp Mp|Jde ><J, M, Ja MA|SmS/ > Yﬁnl(—f(nA) [1 — Si]sA)sl;(nA)Sl Ol(knA, RnA)

(=) Ol* (knA; TnA) RnA * N — (+)
x < Y, tha)|AV, > . 107
Xpr TnA Ol* (knAa RnA) lml/( A>| dA|<Pd Xda Tna>Rna ( )
Substituting the expression for the elastic scattering S- obtain
matrix element S(JTfA)Sl;(nA)Sl given by Eq. (A43) we
|
TL0T . 2 .
Mﬂ”p )(P, kia) =1 T Z it <lmy smg|Jp Mp ><Ilmy smg|Jp Mp >
kina Bna Jr Mpl M
F Flmgr mymys n
X < Jn My Jy My|Ja My > < Jy My, Ja Malsmg > Y5, (—kpa)
N
- chs
x [1=e 2% (143 Monasiae (Baa) A or [Drnasi e (Baa)]/)| Oulkna, Rua)
v,t=1
(=) Of(kna, rna) Rna . a — )
X < tha)| AV > . 108
Xpr TnA Ol* (knAa RnA) lml/( A>| dA|<Pd Xda Tna>Rna ( )

One-level, one channel case is the simplest one for which
MEW@rien (p x,4) boils down to

ext



DW (prior) . 2m
M Pk =7 —
ext ( ’ dA) ¢ kpa Roa Z

JpMplms/mlml/ Mn

X < Jo My JpMp|Jde >< J, M, JAMA|SmS/ >

% <X O5 (kna, mna) Rpa x
PP raa Oj(kna, Rua) '

where

FnA slJp (EnA)
2(Ena0)st gy — Ena)’

OnAslJe = arctan

EnA(O)lep > B4, (110)

is the resonant phase shift, £, 4(0)s: .75 is the real part of
the complex resonance energy of the resonance with the
quantum numbers sl Jg in the channel n + A. Now we

(Ena)| AVaalpaxy >
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<lmy SmS|JFMF ><Imy Sm5/|JFMF >

~

lml(_knA) [1 _ 6*2i5:faxsuF e2i0nastip Ou(kna, Rna)

(109)

)
Tna>Rnpa

derive the equation for MPW by transforming it into the
surface integrals over variable r, 4. We can repeat the
discussion in Section IT A. The integration in Eq. (99)
over r, 4 is taken over the external volume restricted by
two spherical surfaces: the inner surface with the radius
R, 4 and the external surface with the radius R;l A — 00.
As it has been shown in Appendix B after regularization
the integral over the infinitely large sphere vanishes (see
Eq. (B22)) and

! - " O 7 raa))”
ME™ (P kaa) = =M (P kaa) = Riy 32— / dryr / A, [pa(rpn) Xieh, (can) xB) (pr) A
cat)(0) 1y 0Pa(rpm) Xig))(Xaa)
— X ) [0 (en)] ST o (111)
v TnA Tna=Rna

Here, —M{! WA (P, kqa) is the surface integral encircling
the inner surface of the external volume at Tna = Rpa.
A negative sign appears because the normal vector to the
surface is directed to the center of the volume, i.e. op-
posite to the normal vector to the external surface (at
infinitely large radius). For simplicity, we dropped the
quantum numbers in Eq. (111) but they will be recov-

2w [uwB
MG (kyr, kaa) = =ME)" (P, kga) = —i— /= R.
s (kpr, kaa) Sn, 4 (P> Kaa) 'k Una " 244

bB

ered below. Note that Eq. (111) can be obtained from
Eq. (27) by substituting Tffzt)(f)(rnA) for the overlap
function I ;10w i (Tna).

For the exit channel ¢ = b + B in the resonant sub-
process n+ A — b+ B different from channel ¢/ =n+ A
using Eq. (A37) we get

1
it <lmy smg|Jp Mp >

JFMFll/ml ml/ S/Mn

n

x < Umy s mg | IM > < Jy My Ja Mals' my > < Jp My Jy My Jg My > Y (—Kop) S75 s o1 /drpp X4 ()

9 O (kna,rna)

(+)
) (+) — (+) Ov (kna, Tna) 0@d(Tpn) X, , ) (Taa)
. / A€, 1 Y, (Fna) [%I(Tpn) Xicy (aa) 31"7:4 ~ X (Tor) TnA 8rn,:A } Tna=Rna
2 1
= 2T 0B > i< Imy smg|JpM > < Umy 8 mg|Jp Mp > < Jo My, Jo Ma|s' my >

k Una 2
bB Y UnA SHnA 5 nr iy my, st M,

X <y My Jy Myl Ja My > Y7 (—Ro) 75 1o srir Ob (it Bua) / drpe X8 () / A0, Vi, (Bn)

X [‘Pd(r;mJ Xf:;i (rga) (Bna —1) — Rpa I

am(rm)xgi)(mm]

(112)

TnA=Rna



Here,

BOZ/(knA,rnA)

T
Orna TnA=Rna

Ol/ (knA 5 RnA)

is the boundary condition.

Bua = Rua (113)

Sum over M, is a for-

m v 1
MG (kpr, kaa) = —ME)Y (P, kaa) = 7— -

ka UnA MUnA
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mal because My and M, are fixed. The coefficient
< Jn M, Jp Mp|Jq Mg > appears from the vertex d —
p + n and the product < U'myp & mgy|JpMp ><
In My, Ja Mals’ mg > from the vertex n+ A — F. The
matrix element Sngsl;nA o 1s given by Eq. (A45). Sub-
stituting it into Eq. (112) gives

Z it <lmy smg|Jp Mp >

JpMpll/s/mlml/ms/ Mn

X < l/ml/ S/m5/|JFMF >< J, M, JAMA|S/mS/ >< J, M, JpMp|Jde > Yl*

~ _ushs  _ishs
ml(_ka)e bBl @ e/ v

X Z ustlJp EbB)]1/2 [Ail]u‘r [F‘rnAs/ U Jgp (EnA)]1/2 Ol/ (knA; RnA) /drpF X(:E{)pF (rpF) / dQl‘nA 1A ml/(rnA)

v,t=1

% [alrom) Xty (£44) (Baa = 1) = R

OTna

Taking into account Eq. (A41) and Eq. (104) we arrive

am(rm)xgixrdm]

(114)

TnA=Rna

at the final form for MSPW(ka, kia):

2R, A ;
Mgw(ka,de):_Mg?WA(P, kia)=m 7711@ Z it <lmy smg|Jp Mp >
n HoB UnA KbB Jp Mp 1l s"miymy my My,

X < l/ml/ S/m5/|JFMF > < J, M, JAMA|S/mS/ > < J, M, JpMp|Jde > }/ltn

l (—kpp)e " 805

X Z ustlJp EﬂbB)]l/2 [Ail]u‘rﬁ)/‘rnAs/l/J /drpFX(:I{)pF(rpF)/ernA l/ml/(rnA)

v,t=1

+) RnA

% [alron) Xie ), (vaa) (Bua = 1) -

Now let us consider the diagonal transition csl — ¢sl,
where c = ¢ =n+ A. To get MS’?W once again we start

from Eq. (111). Now in this equation Tffzt)(f) should

DW .
MS (kpp, de) =1 k
HnAFnA 5o v imy my man My

X < Jo My, JAMA|SmS// >< J, M, JpMp|Jde > Yl*
. N
X |:1 _67126

v,T=1

0a(rpn) Xt ) (Xaa)
x / drpr x5, (tpr) / A, s Vi, (Fna) [%(rm) Xe ) (044) (Bua — 1) = Rpa ) Xicaa }

a¢d<rpn>x£t1><rdA>]
OrnA

(115)

TnA=Rna

J(ext)(0 J(ext)(—
be replaced by Tc gelxm)s(;c)s Imgn + Tc gelxm)s(;c i Imgn
Egs.

(A30) and (A33). Then the equation for surface
matrix element for the diagonal transition takes the form

given by

™
_ Z it <lmy smg|Jp Mp ><lmy smgi|Jp Mp >
ml(_knA)

Al (1 + 1 Z [Fu nAslJg (EnA)]l/Q [Ail]u‘r F‘r nAslJg (EnA)]l/Q):| Ol(knA; RnA)

0 TnA TnA=Rna '

(116)



Summing up all three amplitudes MthW(p ost) (P, kqa),
MDW(;DMOT) (P, de) and MSL]W (ka, de) _
-M g? WA (kpr, kqa) we get the total post DWBA

for the (d, p) stripping.

I
MPW@ost) (P kyp) =27y [ ———
1B kB
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(i) Resonant reaction m + A — b + B, that is
¢c =b+B # ¢ = n+ A Then the total post
form of the DWBA deuteron stripping amplitude is

it < SMg lml|JFMF > < S/ms/ l/ml/ |JFMF >

JF MFS/ll/ms/ my ml/ Mn
. oh N
X < Jn My Ja Mals' ma > < Jy My Jy My|Ja My > e %50 Yy, (<kp) > [Tun st e (Bop) Y A7,
v,T=1
(=) 1F e ) 2 finA
X { < XpF Iy gy Jr (THA) |AV;DF|<Pd Xaga =~ roa<Ron Roa VYrnAs'l'J
(=) O (kna, Tna) Rna . a — )
X < Y, toa)| AV >
Xpr TnA Ol*/ (knAa RnA) : ml/( A>| pF|<Pd Xda TnA>Rna
Rya ) .
2 i YrnAs'lJ drpF kapF (rpF) ernA Yi my (rnA)

y [%(Tpn) ) (0 (Baa — 1) — Rua

Assuming in this equation b = n and B = A, that is
c=c but I #1' and/or s # s’ we get the expression
for the DWBA deuteron stripping for the non-diagonal
transition in the resonant subprocess (n + A);s — F —
(TL + A)l/ s -

Equation (117) is very instructive for understanding
the difference between the stripping to resonance states
and on-shell binary resonant reactions. As we can see, the
transfer reaction amplitude contains the resonance fac-
tors determining the resonant subprocess n+ A — b+ B,
the partial width amplitude [T, 55517, (Epp)]'/? of the
level v for the decay to the exit channel b+ B, the matrix
elements of the inverse R-matrix level matrix [A7!],,
and the reduced width amplitude v, ,4 s 1 7 of the level
7 for the entry channel n+ A rather than the correspond-
ing partial width amplitude which would present if we
consider the corresponding on-shell binary resonant re-
action n + A — b+ B. The difference is crucial because
the partial width amplitude [T, 4551 7, (Epp)]'/? contains
the penetrability factor, see Eq. (A41), which is missing
in the reduced width amplitude and, hence, in Eq. (117).
The lower is the energy of the resonance, the stronger is
its suppression due to the barrier penetrability in the en-

0 0a(rpn) X4 ) (xaa)
OTna

(117)

TnA=Rna }

trance channel in the on-shell binary resonant reaction
n+ A — b+ B. Besides, if a few resonances do con-
tribute with the different I’, then the higher is I’, the
stronger is its suppression. However, it is not the case
if one tries to populate low-energy resonances with dif-
ferent !’ using transfer reaction. Missing penetrability
factor in the entry channel of the subresonance reaction
n+ A — b+ B in the transfer amplitude makes it pos-
sible to populate low-lying resonances. Moreover for the
same reason, the resonances with higher I’ are not sup-
pressed in the stripping. Hence, when a few resonances
are populated in the transfer reaction, the measured ex-
perimental spectrum of the fragments b and B can be
quite different from the one measured using the on-shell
binary resonant reaction. The missing penetrability fac-
tor in the entry channel n+ A of the resonant subreaction
n+A — b+ B in the transfer reaction explains the power
of the Trojan Horse method as indirect technique in nu-
clear astrophysics (see [32, 37] and references therein).

(i) Diagonal transition in the resonant subprocess (n+
A)s = F - (n+ A)s, that is, e =, 1 =1, s = ¢
The total post form of the deuteron stripping DWBA
amplitude is
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Z it < sms lmy|Jp Mp > < smgn lmyn | Jp Mp >

X < Jy My Ja Malsmgn > < Jy My Jy My|Jg My > e 0030 Yy5, (<K, 4)
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1 _ _ —
X{‘/m > Conastsr B A e <o IH 10 (rna) AV loa x>

v,T=1
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v,t=1

(=) O (kna, rna)
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/ drpr x5 (rpr) / A,y Yimy, (Fna)
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2 Hn A knA

X [@alron) X (Faa) (Baa = 1) = Rua

B. Stripping to resonance states. Prior form of
DWBA.

Here we show that starting from the prior form we are
able to obtain the generalized DWBA R-matrix ampli-
tude for the deuteron stripping to resonance states, Eq.
(96), much easier than from the post form. The prior
of the DWBA amplitude for deuteron stripping to reso-
nance states is

MDW(pm'or) (P, de)

(+)

=< P U AVaalpapaxTy >, (119)

where AV 4 is defined by Eq. (35). As usually, we split
the amplitude into internal and external parts

MDW(;DM'OT) (P, de) _ MzZtIE/V(pMOT) (P, de)

FMEWV@riery (p ). (120)
with
MEF (P, k)
=< W AVadleax > |2
and
MY (e, kga)
=<xr Ui 1AV aaleaxgd > | o (122)

The splitting of the amplitude into the internal and ex-
ternal parts in the subspace over the coordinate r, 4 is
necessary to rewrite the prior DWBA amplitude in the
generalized R-matrix approach for stripping to resonance

a¢d<rpn>x£t1><rdA>]
OrnA

Rna o %4 )
Y* nA)| AV >
Ol* (knAa RnA) Frmue (r A>| ;DF|</7d Xda TnA>Rna
. 118
TnA —RnA> } ( )

states. As we have discussed in subsections II A and
IIT A, the external matrix element Mfﬂ”p ") in the
prior form is small and in some cases with reasonable
choice of the channel radius R, 4 even can be neglected.
It is important for analysis of the stripping to resonance
states because the external part in the post form doesn’t
converge. In this sense the usage of the prior form in
the external part has clear benefit. The main contribu-

tion to the prior form amplitude MPW®rior) comes from

the internal part MthW(p ") " Since the internal part

is given by the volume integral, its calculation requires
the knowledge of \Ill(f];lt)(f) in the internal region. The
model dependence of this function in the nuclear interior
(rna < Rpa), where different coupled channels do con-
tribute, brings one of the main problems and main uncer-
tainty in the calculation of the internal matrix element.
Using the surface integral we can rewrite the volume inte-
gral of the internal matrix element in terms of the volume
integral in the post form and dominant surface integral
taken over the sphere at 1,4 = R,4. With reasonable
choice of the channel radius R, 4 the contribution from
the internal volume integral in the post form can be min-
imized to make it significantly smaller than the surface
matrix element. The latter can be expressed in terms of
the R-matrix parameters - the observable reduced width
amplitude (ANC), boundary condition and channel ra-
dius. Repeating the steps outlined in subsection IIB we
get,

MDW(;DM'OT) (P, de)

nt

= MDD (P kga) + MEY (P, kaa).

wnt

(123)



Here, MthW(p ) has been previously considered and is
given by Egs. (100) and (101) while M 2" takes the form

W(P, kqa)
exr _ <— —
= — <X\ TEYONT — T lpaxy) >

Mg

)
TnA<Rna

(124)

where T(1)() =< Wg?t)(7)|<pA >. The fact that the
volume integral in this equation is the internal one makes
transformation of this volume matrix element to the sur-
face one much easier than for the post form. The tran-
sition operator T' = Tpr + T,4. Since rpa < Rpa at
rpp — 00 the integrand in Eq. (99) vanishes exponen-
tially due to the presence of 4. Hence, the operator T,r
is Hermitian, that is, applying the integration by parts
over rpr twice we get

exr ), —
X TGINT T launls) >

TnA<Rna

*<X](DF),<‘I’(8M)( )|<PA>|T T|<de( ) S

TnA<Rna

=0. (125)

Thus MPW (P, kga) reduces to

MEY (P, kqa)
exr _ <— —
=< X;(D )TiAt)( )| TnA_ TnA|<PdX§1JIF4) > . en A'
 (126)

Using the Green’s theorem we can transform this vol-
ume integral into the surface one. Note that the volume
integral over rp4 is constrained by the sphere with the
radius r,4 = R,4. Hence, only one surface integral ap-
pears with 7,4 = R,a. Here we see an important ad-
vantage of using the prior form versus the post one. In
the post form transformation of the external volume in-
tegral to the surface one led to two surface integrals at
Tna = Rpa and rpa = R a4 — 00. It required an elabo-
rate proof, which included regularlzatlon to demonstrate
that the surface integral at r,4 = Rn 4 — 0o vanishes.
After transformation to the surface integral we get

MSL')W(Pa de) = - SL'LVTIL/A (Pa de)a

(127)

Egs (111), (112) and (115) determine this surface inte-
gral.

C. Stripping to resonance states. Post CDCC
formalism.

The CDCC approach for stripping to resonance states,
which takes into account the deuteron breakup in the
initial channel, definitely has advantage compared to a
standard DWBA. The application of the surface formu-
lation of the reaction theory for the DWBA has been
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done mainly for demonstration, but our main goal is the
CDCC.

Here we present the derivation of the post form CDCC
amplitude using the surface integral. This amplitude is

MCDCC(post)(k 7, de)

(= )\I,(emt)( )|AV pn|\IJCDCC(+)

=< Xy (128)

This equation is an extension of the post CDCC am-
plitude for stripping to bound states, see Eq. (54).
A V Fon i defined by Eq. (70). Now, as usually, we split
M cb Cc(p“t) into the internal and external parts in the

subspace r,4:

MCDCC(post) (P, de)

wnt

MCDCC(post) (P, de) _

+ MEPOCwost (p g, 0). (129)
The internal amplitude Mgl?cc(p °st) ig given by
CDCC(pos
Mint v t)(Pa de)
— ext)(— w7Ppn CDCC(+
-~ (130)
Correspondingly, the external amplitude is
Mi?cc(pOSt)(P de)
ext pn CDCC +
—<X1(0F)‘IJ( (= )|AV L% S TA>RA_
(131)

Now we repeat the steps outlined in subsection I1 C. Tak-
ing into account Eqgs (58), (59) and (60) we arrive at

MBC;?CC(post) (P de) = MgDCC(pOSt) (P, de)

—< Xfo )\Ijl()zgct)( )|T T|\IJCDCC(+)

)
TnA>Rna

(132)

where T' = T,p + Tpa. It is shown in Appendix C that

MgDCC(pOSt) can be reduced to

MSC"DCC(post)(P, Kaa) = _MSCDCC(poSt)(R Kaa)

Rpa
_ ext)(—) = —
X;(DF) ‘I’z(;B DT a0 = T WP 5 :
TnA<Rna

(133)

This integral can be directly transformed into the surface
integral with r,4 = R, 4 encircling the internal volume,
while the integral over r,r is taken over all the coordi-
nate space. Thus we have shown that the post CDCC
amplitude for stripping to resonance states is given by
the difference of two terms, internal post CDCC ampli-
tude and the surface integral:

MCDCC(post)(P, ko) = Mflf’CC(pOSt)(P, Kaa)

—MG T I, Kega)-

(134)



The internal amplitude M, CDCC(p °s) can be minimized

by a proper choice of Upr and the channel radius R, 4,
while the surface integral is dominant. If the channel
radius is larger than the n — A nuclear interaction ra-
dius the second term is parametrized in terms of the re-
duced width amplitude and the boundary condition at
Tna = Rna. Thus we succeeded to parametrize the post
form of the CDCC amplitude in terms of the R-matrix
parameters. It is one of the main results of this paper.
Eq. (134) is the most important result of this paper.
Due to the absence of the external term, which is present

MCDCC(post) (P Kk,

nt

x < 8 mgl' mp|Jp Mp >< Jy My, Ja Mals'mg > e

cDhcc
x < XSPIE o i gy (ra) |A V[0 PECH(

Note that the CDCC wave function itself also depends on
quantum numbers of p —n and d — A subsystems, which
we don’t specify here. It will be done in the following
up paper where concrete calculations will be presented.
Natural Jacobian variables for \IJCDCCH) are rgqa and

I'pn, but we use here another set of Jacobian variables,

'pr, rnA) >
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in the DWBA and which causes the convergence issue,
the convergence problem in the post CDCC approach is
resolved: the integration in the surface matrix element
is performed over the full coordinate space only over one
coordinate r,r rather than over two coordinates, r,r and
IrnA.

Expression for Mgl?cc(p °Y) for different cases can
be obtained from Eq. (101) by replacing the

initial channel wave function ¢q(7pn) xﬂti)(rm) by

\IJ,L-CDCC(+) (rpF , rnA) .

27 kB )
A) = — E it < smgs lmy|Jp Mp >
kvp \ 1o M1l
F F S Ll mgr My Myr Mn

N
LY (<ken) Y [Tuon st (Bos)]Y? (A7,

v,t=1

(135)

TnA<Rnpa

rpr and rp4.

To write down explicitly MCDCC(pOSt)(k o

de) in
terms of the surface integral we can use Eq. (111) re-
placing the initial channel wave function by the CDCC

one:

MgDCC(post)(ka, de) _ _MngfC(pOSt)(ka, de)
R ~ ext)(—)x 1S =
il /drp X(k) (rpF) /ernA na [Tfmt)( (Vs = Vo) ¥ PO (0, I“nA)}
i A rna<Rna
R?, CDCC(+ 3T(em)( » eat)(—)* 3‘111-CDCC(+) (rpr, Tna)
= 2,Mn / dryp X( k) (rpr) /ernA v, ( )(rpFa rna) W szA /=) 3Tn,4p
(136)

We can extend corresponding equations from subsection
IIT A by replacing the initial channel wave function by the
CDCC one. In particular, for the nodiagonal transition

in the resonant subreaction ¢’ s’ I’ — ¢sl, where ¢ = b+ B
and ¢ =n+ A, we get from Eq (115)

TnA=Rna
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0S8 o8 2 Rn '
MgDCC(p t)(ka, kaa) = _MSCRZSC(p t)(P, kaa) = m \/% Z it
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x <Imy smg|Jp Mp ><1U'myp 8 mg|Jp Mp >< J, My, Ja Mals' mg >

N
A~ - chs
< Y (“kup) e 050 > " [Couparse (Bo)] 2 [A ™ ur Yenasv g /drpF X(jk)pp (rpr) / dQr, 4 Yo, (Fna)
v,T=1
cDCC(+)
v, "
X \IJCDCC(+)(rpF, I'nA) (BnA — 1) — Rpa 9 U (rpF, r A) . (137)
! 0rna TnA=Rna

Correspondingly, the surface integral for the diagonal  transition csl — c¢sl can be obtained from Eq. (116):

™ .
T Z it <lmlsmS|JFMF > < Imyr Sms//|JFMF>
HnA KnA

JF Mplml myrr Mgrr Mn

MgDCC(post) (ka, de) —

~

X < Jp My, Ja MA|SmS// > Yltnl(_knA)
N

x L= e 250 (14003 Monasie(Ban)] "2 A s D nastar (Bua))?) | Olkina, Rua)
v,T=1
) §yCPCCH) (4 T,
X /drpF X(:E{) (rpF) / dQl‘nA }/lml// (rnA) |:\IJ1'CDCC(+) (rpF; rnA) (BnA - 1) - RnA L ( pF A):| .
pF 87”",4 rnA=Rna
(138)

Summing up two amplitudes Mli?cc(pOSt)(P, kga) (i) Resonant reaction n+ A — b+ B, that isc=b+ B #
and MEW (kpp, kaa) = —MEW (kyr, kaa) we get the ¢ = n+ A. The total post form of the CDCC deuteron
‘n A . . . .
total post CDCC amplitude for the (d, p) stripping. stripping amplitude can be obtained from Eq. (117):

1
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X { <P IE g raa) |AV e[ 0P (i, v a) >

TnA<Rna

Roa .
2'LL N YrnAs' U J /drpFX(:E{)pF(rpF) / dQl‘nA }/l/ml/(rnA)

8\IJ-CDCC(+)
'pr, rnA) (BnA - 1) - RnA L (

% |:\IjiCDCC(+)( r'yr, rnA) ]

OrnA

. 139
M_RM} (139)

Assuming in this equation b = n and B = A, that is c¢=¢ but # 1 and/or s # s’ we get the expression for



the post CDCC deuteron stripping for the non-diagonal
transition in the resonant subprocess (n + A);s — F —
(TL + A)l/ s -

MCDCC(post)(P, de) — 97
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(ii) Diagonal transition, ¢ = ¢/, = I',; s = §’. The

total post form of the CDCC amplitude is

Z it <smgs lmy|Jp Mp > < smgn lmyn |Jp Mp >

v,T=1 TnA<Rna
N N
i |12 (1403 [Cynaste (Baa)l V2 (A Yor Trna st g (Bna)?)
v,T=1
1 - .
X m /drprglzpF(rpF>/ernA }/lml//(rnA)
§yCPCCH) .
x (WP i, 1) (Bua = 1) = Rua (rpr, ¥ A>} . (140)
Orna TnA=Rna

Eqgs (139) and (140) are the final and main result of
this paper. Both matrix elements consist of only terms,
the internal post CDCC and the surface term. The in-
ternal term contains the integration over r, 4 in the in-
ternal volume r,4 < Rpa. Hence, at r,p — oo vari-

ables rqa ~ rpp — o0 and 7p, ~ rpp — 0o0. But then

\Ill.CDCCH)(rpF, rpa) ~ r;;’ [35] the integral over rpp

does converge. The same conclusion is true for the sur-
face integral in which r,4 = R, 4. Hence, in this matrix
element also \Ill-CDCCH)(rpF, Tpa) ~ r;;’ and integral
over r,r converges. Both amplitudes are parametrized
in terms of the parameters used in the conventional R-
matrix approach and providea tool to analyze the strip-
ping into resonance states using generalized R-matrix
approach. Finally, both amplitudes, (139) and (140),
don’t have penetration factor in the entry channel n+ A
of the resonance formation in the resonant subreactions
n+A — b+B and n+A — n+A. That is why stripping to
resonantstates provides a powerful tool to measure reso-
nances in the subsystem n+ A very close to the threshold,
which can be suppressed in the on-shell binary resonant
reaction but not in the stripping to resonance states.

IV. SUMMARY

The theory of the deuteron stripping populating bound
and resonance states based on the surface integral for-
malism is presented. To demonstrate the theory I first
develop it for the DWBA. Since the DWBA is outdated
and, definitely, deficient compared to the CDCC, the the-
ory is extended to the CDCC formalism. The theory is
applied for stripping to bound and resonance states. The

eventual goal of this paper is to deliver the theory of the
deuteron stripping to resonance states within the CDCC
formalism using the surface integral formulation of the
reaction theory [38]. Transformation of the volume ma-
trix element to the surface one (in the subspace over r,, 4)
and R-matrix representation of the scattering wave func-
tion of the fragments formed by the resonance decay al-
lows one to parametrize the reaction amplitude in terms
of the R-matrix parameters used in the analysis of the
binary resonant reactions. Since the reaction under con-
sideration is the deuteron stripping, the presence of the
deuteron in the initial state and exiting proton causes
the distortions. That is why the reaction amplitude,
in addition to the R-matrix parameters describing the
binary subprocess, contains additional factors - CDCC
wave function describing the d — A scattering in the ini-
tial channel (coupled to the deuteron breakup channel)
and the proton distorted wave in the final state. Hence,
the approach can be called a generalized R matrix for the
stripping to resonance states. The advantage of the ap-
proach is that the reaction amplitude for stripping to res-
onance states in the post CDCC formalism doesn’t have
convergence problem and is parametrized in terms of the
same observables as binary resonant reactions. Hence,
the formalism provides experimentalists a consistent tool
to analyze binary resonant reactions and stripping re-
actions populating resonant states extracting the same
observable parameters, namely, reduced widths (ANCs).
The power of the method has been demonstrated in the
analysis of the Trojan Horse reaction F(d, n «)'%0 [32].
The numerical application of the method will be demon-
strated in the following up papers.
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APPENDIX A: b+ B SCATTERING WAVE
FUNCTION &}

In this Appendix we consider the representation of the

scattering \IJZ(JJEF;) wave function used in the R-matrix ap-
proach for binary resonance processes [39, 40]

1. Internal scattering wave function \IJSB)

A general equation for the internal wave function con-
tains the sum over total angular momentum Jr and its
projection Mp. Since we are interested in a wave func-
tion \IJZ(JJEF;) describing a resonance in the system F' = b+ B,
we consider only the internal wave function at given Jp,
at which resonance occurs. In the internal region in the
state with the total momentum Jg, channel spin s (its
projection my) in the initial channel ¢ = b+ B the wave

function \IJZ(JJEF;) can be written as [39]

glenn) - 27 K
& He niima
N
X ltnl (kc) Z [FUCSZJF(EC>]1/2 [Ail]m- X,;.]FMF
v,T=1

(A1)

Here, E. = Epp and k. = k;p are the relative energy
and momentum of particles b and B, p. = upn, Lvo(Ee)
is the formal (R-matrix) partial resonance width of the
level v in the channel ¢ = b+ B, A is the R-matrix level
matrix, N is the number of the levels included, o,; is the
Coulomb scattering phase shift in the channel ¢ and the
partial wave [, 5215 is the hard-sphere scattering phase
shift in the channel ¢ given by

Fl(kCa Rc)

5hl5 = —w,.] + arctan m,

C

(A2)

where F(k., r.) and G;(ke, r.) are regular and singular
Coulomb solutions of the radial Schrédinger equation,

!
W] = 0¢] — Oco = Z arctan %, (A3)

n=1
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o¢; is the Coulomb scattering phase shift in the [-partial
wave, 7). is the Coulomb parameter for the scattering of
the fragments in the channel c.

We consider only two coupled channels ¢ = b+ B
and ¢ = n + A. Also X/7Mr is an eigenfunction of
the Hamiltonian describing the compound system F' =
n+ A = b+ B in the internal region excited to the dis-
crete level 7 with the total angular momentum Jr and
its projection Mp [42]. A separable form for \IJCJ";%T)
reflects the fact that we consider the b + B interaction
proceeding through resonance states. The entry channel
of this scattering is the channel ¢ = b+ B. The inverse
level matrix contains contribution from all N resonance
levels. In a simple one level case it reduces to the well-
known Breit-Wigner resonance propagator. All the open
channels coupled to ¢ contribute to X/ Mr and deter-
mine possible exit channel contributions into resonance
scattering. Hence, in the internal region, where different
open channels are coupled, X/7 MF can be written as a
nonorthogonal sum of these channels [39]:

X;_]FMF _ Z

1 \ Jrp M
;w‘r&jA{fé(b r FU"g[JFj}a
csimsj

¢5lms
(Ad)

where &; is the product of the internal bound state wave
functions of the fragments in the channel ¢, ¢ = ¢, ¢/,
Uss7 g, j(Te) 18 a set of the radial wave functions of the
relative motion of the fragments in the channel ¢ with
the channel spin s, orbital angular momentum [/ and to-
tal angular momentum Jr in some adopted potential,

" Mr \where mj is the projection of 3, is the channel

c¢slms

wave function (in LS-coupling). Also A is the antisym-

=< Z et 5t it < smgs I my|Jp Mg >metrization operator between the nucleons of the frag-

ments in the channel ¢. We consider only two coupled
channels, ¢ = b+ B and ¢ = n + A. Thus the initial
channel ¢ can propagate into two final channels ¢ and ¢/
via the intermediate resonances. Although Eq. (A4) con-
tains the sum over all channel spins § and projections in
each open channel, in what follows consider the contribu-
tion to X/F Mr only from the channel with fixed channel
spin and its projection.

First, let us consider the contribution of the channel
cs" mgr into X7 Mr_ In this channel £. = ¢}, pp and

Jr Mp

cs" " m

= Z < S//ms// l”ml//|JFMF >

myr

X Yy mysm (i'\c) (bc s mgr (A5)
(bcs”ms// = Z <y My Jp MB|SNmS// >

My, Mp
X g, My, Vg M- (A6)

Here, ¢¢sm_, is the channel spin wave function in the
channel ¢s” mgr, 1y, 0, is the spin wave function of
particle i, 1" (my~) is the relative orbital angular mo-
mentum (its projection) of the fragments in the channel



¢, r. = rpp is the radius-vector connecting b and the
center-of-mass of B. We adopt the channel radius R,
large enough to neglect antisymmetrization between nu-
cleons of b and B at r. = R, that is

1 M
Afwy ey &edlmNE, , Uesrir gp s}

re=Rc
Jr M
~ N:& (bcl;”li Ucs! I Jp j ) (A7)
re=Rc
~1/2
|
where N, = (bbJ,rg,)' .

Assuming that the overlap of the channel ¢ at the chan-
nel radius R, with the channel ¢’ is negligible we get for

the component of XTJ'ZS]%% ,, brojected on & = ¢y pp at
re = R [39)]
=Jr MFr

(Re i) =< & | X2 Mr

—Tcs'"mn Ts" mgn

1 E : Jr M
= R_ (bcl;” lims// Ures”, 1" Jp (Rc)a
c

1

re=Rc

(A8)
where

Urecs I Jp (TC) = NC Z Wr cjUcs”, 1" JFj(TC)' (Ag)
J

TJF (int)(+)

csmgics’ m

2 k i 5hs
S L > e i < smy Lmy|Jp Mp >
ke Re '\ pe M, lmy;

27 ke —ighs
— —_— (& et

" >

clle | He M, LI my myn

(R.B.) =< & |W/E(int)(+)

csmg

N
x Z [FVCSZJF (Ec)]1/2 [Ail]u‘r 2,U/C Rc Yres" U Jg }/l” myr (i.\c) (bc s mg -

v,7=1

Here, s’ is any channel spin value in the channel ¢ = b+B
allowed by the spin and angular momentum conservation
law. In particular, s” may coincide with s, that is s” = s.

' 27 |k
Jr (int)(+ " .
Tcl;l(mgésg mg (RC rC) = ko R, E e

N

. ch
716615 Zl

>

X Z [Fuclep (Ec)]1/2 [Ail]u‘r 2,U/C Rc YreslJr }/lml// (i.\c) (bcsms// .

v,T=1

< smg lmy|Jp Mp > < 8" mgr 1" my| Jp Mp >

Mml myr
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At r. = R, by definition [39)

Ures” " Jp (Rc) = 2/1@ RC Yres” U Jps (AlO)

where ;.71 g, is the reduced width amplitude of the
level 7 in the channel ¢ s” " Jp. I remind that the system
of units i = ¢ = 1 is being used throughout the paper if
not specified otherwise. Then

=Jr M . 1
:‘Tis”l:ns// (RC I‘C) = R_ E 2pc Reyresmn Jr
C

1

Jr M
X ¢C§” Z/Fms// : (A]‘]‘)
=Jr Mp
Thus we can express the component =% 0"  (r.)
taken at the channel radius r. = R¢ in terms of the

sum of the reduced width amplitudes, where the sum is
taken over all allowed in the channel ¢ partial waves [”
at given Jr and s”. Then the component of \I&{?Sﬁt) in
the exit channel ¢s” mg. projected onto &. = ¢p @ at

r. = R, takes the form

N

ltnl (Rc) Z [Fu cslJp (Ec)]1/2 [Ail]yq- Eii %fns// (RC f‘c)

v,7=1

ltTLl (Rc)

(A12)

The diagonal component, I = [ and s’/ = s, which is
needed to determine the elastic scattering amplitude (see
below) is

< SMg lml|JFMF > < Smgr lml//|JFMF > Yltm(lzc)

(A13)



A similar consideration can be applied when we
consider the contribution of the channel ¢’ s’ my into
XJFMr In this channel & = o and

Jr Mp = Z <S/m5/ l/ml/|JFMF >

Yy
c's'l'' mg
mys

X Y/ mys (?C/) ¢C/ s’/ mgr s (A]‘4)

¢c/s/ms/: Z <JnMn JAMA|S/mS/>
My, My

X g, My aa Ma- (Al5)

Here, ¢ s7m,, is the channel spin wave function in the
channel ¢ with the channel spin s’ and its projection m,
" (my) is the relative orbital angular momentum (its
projection) of the fragments in the channel ¢/, ros = 1,4
is the radius-vector connecting n and the center-of-mass
of A. We adopt the channel radius R. large enough to
neglect antisymmetrization between n and nucleons of A
at ro = Re, that is

A Jr M
A{’LUT cj §C/ (bc/Fs/ l/Fms/ Uer st 1 JFj}

ro=R_.

c c

Jr M
~ Ny gc/ ¢C/FS/ l/F Urc' sl Jpj s (A16>

ro=R_.

c c

~1/2
where Ny = (%) =(A+1)7Y2

Assuming that the overlap of the channel ¢ at the
channel radius R with the channel c is negligible we get
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for the component of in/];{fn , projected onto £ = @4
at ro = Ry
=Jr M N M
:“ri/ s/l:n ’ (RC/ I‘C/) =< <PA|X‘;']F >
s TC/ :RC/
1 Je M
= R Z (bc/Fs/ l/Fm , Ure' sl Jp (RC/)a
c’ s
l/
(A17)

where

Ur ! s 1 JF(TC/) = Nc/ Z Wr e j Ue s Jpj(Tc/)- (A18)
J

At ro = Ry

Ure s'l Jp (Rc/) - 2,U/C/ Rc/ Yre sl Jps (Alg)

where s = fina, Vre' s'ir g is the reduced width am-
plitude of the level 7 in the channel ¢’ s’ I’ Jp. Then

—=Jr M - 1 2 :
:“rlz/ s/b;n ’ (Rc/ I‘C/) =
s Rc/ 7

2,U/C/ Rc/ Yre s’ Jp

X (bJFMF

c sl mgr (A20)
that is it can be expressed in terms of the sum of the
reduced widths amplitudes in all allowed partial waves I’
in the channel ¢’ at given Jp and s’. Then the component
\IJJF (int)(+)

RN
CSMg;C S My

the form

projected on £ = w4 at ro = R takes

TJF(int)S+/) (Rc/ f'c/)
27 |k N
c _ighs . " ~ _ _ "
=\ 2 e < sma lml Tp Me > Y, (ko) 30 Puesrsy (Bl (A7 EIE4T, | (Re fo)
c He s
M,lm; v,t=1
2 ke Shs
=7 ;/1/— Z g0 4t < smg lmy|Jp Mp >< 8 mg U'mp| Jp Mp >
erre He MUV mymy
N
X ltnl( c) Z [FUCSZJF (Ec)]1/2 [Ail]u‘r V 2,U/C/ Rc/ Yre' s'l Jp }/l/ mys (i'\c/) ¢c/ s'm s+ (A21)

v,T=1

Jr(int)(+)

cslmg;c’ s

The component Y v m., (Rer Ber) is given by




Jp (int)(+) N 27 ke _ishs g
T a1 R. t.) = —e el
cslms,cslms/( C C) chc/ fhe

N

X lj;nl (Rc) Z [Fucs lJp (Ec)]1/2 [Ail]u‘r 2 He! Rc/ Yre sl Jp }/l/ mys (i'\c/) ¢c/ s'm s

v,T=1

2. External scattering wave function ‘I’Sa)

Now we proceed to the expression for the \112” in the
external region, where r. > R, or ro > R.. In the
external region the wave function qf&?ﬁ%ﬁ” with fixed
channel spin and its projection in the incident channel ¢
can be written as

B = 0, + )

me;r

(A23)

where the first term is the incident wave and the second
term is the sum of the outgoing waves in all the open
channels. The incident term is

OO = qme, Y N i <smg g |Jp Mp >

Jr Mp lm;mgn
N . F; k
X < s LmilJp My > ¥y, (ko) et e Te)
CTC

X }/l my (f'c) ¢c SMgr s

where the subscript ¢ means that the incident wave is in
the channel ¢. The sum over my~ is a formal because

(A24)

Z < smg Ly |JFMF > < Smgr lml|JFMF >
Jr MFp
(A25)

- 5m5 Mg

Note that here we use the incident wave with the unit

amplitude rather than with the unit flux density. The
component ‘IJCJ': l(fff:)éos)l m_,,» Which corresponds to the exit

channel ¢slmgy» and fixed Jp, projected on &, reduces to

Jr(ext)(0) o .l
Tcslms;cslmsu(rc)_ 4w Z t
Mml

~

X < smg lmy |JFMF > < SMmgr lml|JFMF > }/ltm(kc)

) F kc; C ~
X elel M }/lml (rc) ¢csm e (A26)
kere °
Now we take into account that
TWe kc o) — 7iwclI kc .
Filke, r) = S Olher re) ¢ T Iher Te) - g
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Here, Oy(ke,r.) and I;(ke,7.) are the Coulomb Jost sin-
gular solution of the Schrédinger equation with outgoing
and ingoing asymptotic behavior (we follow the defini-
tions used in [39]):

Te—00
~

Ol (kc; Tc) ~ ei [ke re—ne In(2kere)—lw/2+0c0] , (A28)
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Z <Sm5lml|JFMF ><S/m5/ l/ml/|JFMF>

M my myr

(A22)

and

Te—00
~

I (kc; Tc) ~ efi ke re—mne In(2kere),—lm/2+0c0] ) (A29)

Jr (ext)(0)

cslmgicslmn in the form

Then we can rewrite T

7 (ext) (0) 2Ty

r =1 (2
cslms;cslmsu( C) chc

X Z <smgs lmy|Jp Mp > < smg lmy|Jp Mp >
Mml

X lj;nl (Rc) [Il(kc; Tc) — el 2wel Ol(kCa Tc)} Yim (i'\c) (bcsmsu .
(A30)

Thus the incident wave is the pure Coulomb scattering

wave function in the incident channel c. The second term

in Eq. (A23) is given by the sum of the outgoing waves

in the open channels [40]:
27 ve 1

glezt)(+H) — ;20 < ¢

comeir = 0 ke ; Vg Ta§

>

JFMpl[mlml-

x < smy Lyl Jp Mp > Vi, (ko) [e“‘%l 0sc 034 07,
=877 Olhes o) < ms gl Jp M > ¥, (52)

X ¢5 ims- (A31)
Here, &; is the product of the bound state wave func-
tions in the channel é = ¢, ¢/, S&J%CSZ is the S-matrix
element for transition ¢ sl — é51. Note that we consider
the outgoing waves in the channel with given total angu-
lar momentum Jp, initial channel spin s (its projection
ms) and final channel spin § (its projection m;). Since
only two open channels are taken into account here, we
will write explicitly the outgoing waves in both channels.
First consider the elastic scattering, that is the outgoing
channel ¢ = ¢ = b+ B and the channel spin and orbital
angular momentum coincide with the incident channel
values, that is § = s and | = [. The component of the
outgoing elastic scattered wave (csl — csl) is

(ewt)(+) _ 27
qjcslms;cslm;_ chTc 56 Z

JF Mpml myrr

X < SMmg lml|JFMF ><Sm; lml//|JFMF>
x i Y, (ke) [€2900 = ST7, L Oulkie, 1) Yimy, (Re)
X (bcsm;' (A32)



gl on €, leads to

Hence, the projection of i
’ cslmg;cslmy

s gy 2T $
. c) —
cslmgieslmg kere T Mot mgn

X < SMg lml|JFMF > < STTL;7 lml//|JFMF >

X i Y, (k) [e72°0 = 875, 1] Oulhe, ) Yim,, (Re)

X (bcsm;' (A33)
Correspondingly, for the inelastic scattering, ¢ = ¢ but

either § # s or [ # [ or both differ from the entry values,
we get

(eat)(+) _ ;27
\chslms;cs”l”msu =1 §C Z

ker
¢re JFMleml//
x <lmy SmS|JFMF > < l”ml// s”ms//|JF Mp >

X il }/lt (Rc) Sgi// U:csl Ol” (kc; Tc) }/l” myr (fc) ¢C s mgrr »
(A34)

plest)(+)

cslmg;cs” U mgny

Then the projection of on &, is

27
ext)(+ .
Tgslf)ﬂss;)cs”l” mgr (I‘C) =1 k.r Z

JF MF my myr
x <lmy SmS|JF Mp >< l”ml// S//ms//|JF Mp >
X il }/lt (Rc) Sg?/ 1"csl Ol” (kc; Tc) }/l” myr (fc) (bc s m -
(A35)

Finally, for the outgoing scattered wave in the reaction
channel ¢ = ¢ =n+ A we have

\Ij(emt)(Jr) ” _ . 2 Ve fc/ il Z

o —1
cslmgic’ sl my kc Ter Ver
Jr Mp my mys

X <lmy SmS|JFMF > < l/ml/ s/m5/|JFMF >

X lj;nl (Rc) Sg/FS/ Uicsl Ol/ (kc/a Tc/) }/l/ my (fc/) (bc/ s’ mgys -
(A36)

It leads to its projection on & :

(ext)(+) _ 2T fve 3
Tcslms;c/s/l/ms/(rc/)__Zk o ’U/Z
cle c

JFMleml/

X <lmy SmS|JFMF > < l/ml/ s/m5/|JFMF >

X }/ltnl (Rc) Sg/FS/ Iesl Ol/(kc/a Tc/) }/l/ mys (fc/) (bc/ s'ms -
(A37)

Now we can derive the expression for the matrix ele-

ments of the S matrix. Since the wave function \112” is
continuous using Egs. (A13), (A30) and (A33) we get
the equality

Tch;l(lgm?, cslmgn (RC fc) = Tchl(i:?(cos)l mgrr (RC fc)
+ Tgesmltf)éj;i slmgny ( c fc)’ (A38)
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which boils down to

e=t%1 zNj[ruch(Ecnl/Q[A*l]w 2ke ReVrcstgr
vr=1
=i[li(ke, Re) = 810y Oulke, Re)]. (A39)
Taking into account that [39]
Ii(ke, R.) _ Gi(ke, Re) — i Fi(ke, Re) i2Wel — o—2i8"
Oike, Re)  Gi(ke, Re) + i Fi(ke, Re)
(A40)
and
Uresigp(Be) =2Pei(Be, Re)V2 o1 g (A41)
where
Pei(Ee, Re) fe fie (A42)

- Fl2(kC; RC) + Gl2(kC; RC)

is the Coulomb-centrifugal barrier penetrability, we get
the elastic scattering matrix S-matrix element:

N
Sgil;csl = 6721.6?? (1 +i Z [FVCSZJF(EC)]1/2 [Ail]u‘r
v,7=1

X [F‘rcsl Jr (Ec)]1/2)
From equality of Egs. (A22) and (A37) at ro = Ry

(A43)

Jr (int A ext)(+ A

TC{:’(”SW)/ s mgys (Rer Bor) = Tg sl 7)755;1/ sl my (Re £er)

(A44)
we obtain the reaction matrix element:
N
. _i8hs  _ighs
Sggl;c/s/l/ =1€ bei € 5C/l/ Z [FUCSZJF(EC)]1/2
v,T=1
X [Ail]u‘r [F‘r c sl Jp (Ec/)]1/2- (A45)

Both obtained matrix elements coincide with the corre-
sponding matrix elements from [40]. The only difference
is in the definition of the solid scattering phase shifts.
The obtained matrix elements of the S matrix confirm
that the relative normalization of the internal and exter-
nal wave parts of \Ilb; are correct and we can use them
to calculate the reaction amplitude of the deuteron strip-
ping proceeding through resonance states.

APPENDIX B: MATRIX ELEMENT MZW

Let us consider the DWBA surface (in the subspace
over r, ) matrix element

_ ext) (=) & =
MEPW (P, kaa) =< X\ @ Y5OIT - T |
(+)

* Pd Xaa > TnA>Rna

= MEey (P, kaa) + M)A (Kpp, Kaa), (B1)



where Tffjt)(ﬂ =< <PA|\IJ§?t)(+) >

M) (P, kaa) =

TnA>RpaA
— —
X [Tpr — T prlpaxiy > (B2)

and
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M S’?’(%) can be written as

/ drnA/drppx( ey

MS(nA)(Pa kaa) = /drpp / dr, 4 X( ) T(emt)( *(e)

TnA>Rna
T ? (+) B
X [Thna AlPdXax > - (B3)

AW AW «— —
MEW (P, de):/drnA /drpprog YO (0nn) [ Tpr — T prleaxiy)

* int)(—)* = -
- / drpa /drpFX( PO e ) [Tor — T prlaxh >

TnA<Rnpa

/drnA /drppx( ) ffjt)(f)*(r

We took into account that for any finite volume 7,4 <
«— —

R, 4 the matrix element containing T',r — T ,r vanishes
as it has been discussed in Section IT A for deuteron strip-
ping to bound states. To estimate ML

S(p F) we need equa-
tions connecting different variables:

rga = 1/2rpn+rnA;
rpp =A/(A+1)rpa+1rpn.

Now in the matrix element (B4) we replace the variable
rpa by rp,. Then we get

A+1 )%
MS(;DF)(P’ de) = —(T)B /dI‘pn /dr;DFX;(DF) (I'pF>
ext)(—)* A+1 =y =1
< X T epr = 1)) [Tor = Toor]
A+1 A+2
+
X @a(rpn) XSA)( A r'pp — 94 Tpn)-

[rpF

(B7)

nA) T pr — T prlea Xy -

(B4)

This matrix element can be rewritten in the form, in
which the integral over r,r is transformed to the surface
integral:

A+1 A
MENe (P kga) = (——)? —— lim R}
S(pF)( ) dA) ( A ) A+1 Rp:ﬂgoo pF 2,UpF
(=)* (ext)(—=)* A4l
A+1 A+2 Ixpr (tpr) Tpy (S [rpr — rpul)
x/drpnwd(rpn) /erpF[ SIZ)(TI'PF_ 5 A Tpn) P T
(e A1 Oy (+) A+l L A2
G ) T O A ) Drad CA Tor — B B . (B8)
8TpF TpF:RpFHOO

Due to the presence of the deuteron bound state wave
function the integration over rp, is limited. At rpp —

oo and 7, < 00 we can replace the distorted waves in



the initial and final channels by their leading asymptotic
terms:

(+)(rdA

) rdA >0 jikaa-Taatinda In(kiaraa—kda-raa)
XdA :

(B9)

and

X;(DF)* T;DF:;OO et kpr-rpr+inyr In(kpr rperkpp-rpp)'

(B10)

9 etkaaTaatinia In(kaa raa—kda-raa)
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Here, 7n;; is the Coulomb parameter of particles ¢ and j

in the continuum. Note that rgqa = Ajl rpp — A;A Tpn,

and at r,r — o0 and 7, < 00 194 — 00. Then

8Tpp
’I’;DF:;OO i A;ll- 1 ~ Feide.(%.rpr% Tpn)+inda In(kqga raa—kaa-raa) (Bll)
and The leading term of its derivative at r,p — oo is
0 e*i kpr rpr+inpr In(kpr rpr+Kpr Tpr)
8Tpp
TpF —00 . ~ —ikyprop+i In(kpr rpr+kpr Tpr)
~ _kaF'rpFe LKpF - YprTtihpF pF TpF pF TpF)
(B12) 80“('“’:;" raa)/Tud roree gy 1
TpF TpF
For T(em)( ) (2 [r,p—1pn]) we can take only the exter- x ¢t T4t (Bnarpr —kna fpr Tpm)
nal part which contams the resonant S matrix element i A1
) —i[Nna In(2 23= knarpr)+lna ©/2— 0nao]
see Eq. (A37). Neglecting all the spin-dependent and xe 4 " e (B14)
angular parts and leaving only its radial part, which is
Ona(rna)/rna, we get for its leading asymptotic term:
Onalknas tna) rorsoe A 1 i 440 (ks vy ki fprrpn)
TnA A+1rpp
x e mma M2Zknarna)tlna m/2=0naol (B13) Then M (pF) reduces to
|
. L Ay2 . A+1 A+1
MS(pF) (P, kga) ~ lim Ryp /drpn ©a(rpn) e 2a KdaTom / dQy,p [((—— 1 kia +kpp) - Tpr — A knal
pF —>00
« ez(A:{ kia—kpr)-fpr Rpr 61 A:{I kna Rpr ei Nda In (de TdA (RpF)*de'PdA(RpF))Jri npr In(kpr Rpp+Kpr-Tpr Rpr)
« el AL A Fpp Tpntnna In(2 2HL kg Rpr)] (B15)

Taking into account the asymptotic behavior of the plane
wave

2w
1qTpF
— e §(§ + Bpr),

; T — 00
. P
et ATpF —

(€977 6(4 — Fpr)

(B16)

where q = %de — k,r we obtain that the matrix
element

Moy (P, kaa) ~

+ fz(RpF) e

lim fi(Ryr)e taRpr

Rpp—o0
“tafpr], (B17)
Thus M S’;’(%) has no limit at R,r — oo but regularization
of this matrix element by integrating the matrix element



over an inﬁnitesimal bin in the momentum plane leads to

disappearance of M S(p F)'

q+-e

RpFp—00

sin (€ Rpr)
eRyr

X [elquF fi(Rpp) — e 41T fo(Ryp)] =0, (B18)

where € << gq.

A similar prove can be applied to estimate M S’/:’(ZVA)
given by Eq. (B3). Since the integral over r, 4 is taken
over external volume with r, 4 > R, 4 the transformation
of the volume integral into the surface one leads to two

surface integrals:

(P de)—l-MS (P de)

(B19)

MSL')(If/zVA) (P, kaa) = —

MPW(P, kqs) = — lim R,

RnA*)OO

XA A+ D+ ) T T ()

i [ At ) D12 1+ 00

OxS((1/2) tpn + t0n)
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The first term is the surface integral encircling the in-
ner surface of the external volume at r,4 = R, 4, while
the second term is the surface integral taken at r,4 =
R, , — co. A negative sign in front of the first term
appears because the normal to the surface is directed in-
ward to the center of the volume, that is opposite to the
normal to the external surface (at infinitely large radius).
The surface integral over the infinitely large sphere in the
subspace over r,, 4 is

OX (A (A+ 1) rna+1p0) TG (004

OrnA

Here, the Jacobian variable r,r is replaced by rp, by
rpn = rpp — A/(A +1)rpa. The disappearance of the
matrix element (B20) can be proved similarly to the proof
for MD S(pF) Due to the presence of the bound state
©d(rpn) the integration over ry, is limited by finite dis-
tances. Hence, rp,p — 00 and 7q4 — 00 at rp4 — 00.
Replacing the distorted waves by their leading asymp-
totic terms (B9) and (B10), singling out the plane wave
containing r,4 and using the asymptotic representation
of this plane wave, see Eq. (B16), integrating over Q,_,
we eventually arrive at

MEW(P, kya) ~ lim [¢'9 Rus (R, )

RnA*)OO

et Fun go((R) ). (B21)

MgDCC(P, de) _
Tna>Rnpa
Stor C (P, kaa) — M§iC < (P, kaa),

where

MSPCC (P, kga) = /drnA /drppx(j{)ﬁ(rpp)

x T )T = TIOCP D (1) (C2)

OrnA

(B20)

, .
rTnA=R, 4 —00

Regularization of this matrix element by integrating it
over an infinitesimal bin in the momentum plane ¢’ leads
to disappearance of M EDZV, that is

ME sy (P, kga) = — gj?WA (P, kqa). (B22)
APPENDIX C: MATRIX ELEMENT
MgDCC(post) (137 de)

Here we show how to transform Mg CDOCPost) {6 the
surface integral over the coordinate r,4. Mg gDCC(post)
can be written as

ext)(—)* = -
/ drya / drprx ) () T3 (e ) [T = TP (0, 104)
(C1)

and

Mggfc(Pa de) = / drpa /dr;DFX(:Ec)pF (r;DF)

TnA<Rnpa

) YOO e V[T = T1OEPCH) (), v0a). (C3)



Note that in the matrix element M 5%?1{ the integration is
carried over rpr and ry 4 in all the coordinate space while
in MEW the external region in the subspace over ry, is
excluded. Let us first consider MLY% . The CDCC wave
function is given by Eq. (52). If we substitute the first
term,n = 0, which contains the deuteron bound state
wave function, the transformation leads to the surface

DW(C)
Stot

P de /drnA /dI'pFX
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integrals with r,p = Ry,r — 00 and 7,4 = Rpa — 00.
Both surface integrals vanish and the proof is similar to
the one presented in the previous section. For the rest of
the CDCC wave function corresponding to the sum with
n > 0, which we call \IJlCCDCCH), transformation to the
surface integrals gives

— —
rpF)T( )T pr — T pr) ¥ D ryp, r0a)

Vs — —
/drnA /drpF X(Jr) rpF) TflA) (rnA)[TnA - TnA]‘IJiCCDCC(Jr) (rpF; rnA)

8)( (rpr)
— i 100,y [ e [ 7O e 4P . ) e
Rpégoo ,upp/ pF/ rna | Ty (tna) Ui (rpF; Tna) Dror
— )% 8\IJ-CDCC(+) rpr, T'nA
X ) T ) e oo T
TpF
(=)=
. CDCC(+ 0T, A (rna)
+Rn1igoo /LnA /er"A /drpF [ ~kyF (rZDF) \Ijic ( )(r;DF’ rnA) aATT
—)x 8\111-0CDCC(+) (I‘ Fy rnA)
X(Jic) (r;DF) TflA) (rnA) ar Ap (04)

Let us, first, consider the first term, in which R,r — oo.
Let us divide the integration region over r,4 into the
region 7,4/ Rpr — 0 and the region where r,4 2 Rpr —
oo. In the first region we get that rq4 ~ R,r — 00 and
Tpn ~ Rpr — oo. Taking into account the asymptotic

behavior of \IJlCCDCCH)(rpF, Tpa) ~ r;;’ and Eq. (B16)

we get that the first term goes to zero as R;I,% — 0. In
the remained region 7,4 ~ R,r — 00 and we consider it
later. The second term of Eq. (C4), in which R, 4 — oo,
we also separate into two regions: r,p/Rna — 0 and

rpr 2, Rna — oo. In the first region 7y, ~ R4 — 00

CDCC _
(Jr)(r;DFa Tpa) ~ Tn?;'

Hence the matrix element goes to zero as R;ﬁ — 0. To
consider the behavior of the first and second terms of
Eq. (C4) in the second regions, where rpa, rpp — 00,

and rgq ~ Rpa — o0 and U,

it is more convenient to introduce the hyper-spherical
coordinates in the six-dimensional hyper-space:

HnA 2 HpF o
PN T A e
TnA = P4/ — sin «, TpF = p,] —— COS q,
Hn A UpF
0<a<m/2 (C5)

Here, m is the scaling mass parameter, for example,
the nucleon mass. Then M S’?tg‘t/ in the region, where
TnA, TpF — 00, can be written as the integral over the hy-
persphere encircling the volume integral with the radius

of the hyper-sphere p — oo [38]:

/2

1 m?2
MS%Z‘{(P, de):§ o EE lim p /drpp/drnA/dasm a cos?a

/L;DF p—00
* — )% 8
[X:(DF) (rpr) Tfm) (rna) 3_quiCDcc(+)(rpFa rpa) —

Here the hyper-radius p is the parameter going to infin-
ity. The integrand is contains highly oscillating (actually

yODCOH) 0

: (eprs na) o X (5pr) T (ena) |- (CO)

infinitely oscillating) functions. The behavior of the inte-



gral at p — oo depends on the asymptotic behavior of the
integrand. The integration over di,r can be performed

directly using the asymptotic form of X( )* (rpr). It is
given by the Coulomb distorted plane wave, but for sim-
plicity, what does not affect the final result we neglect,
as in the previous section, the Coulomb effects. Then
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the asymptotic form of the plane wave is given by Eq.
(B16) and, hence, integration over f,r using J-functions
is trivial leading to f,r = iﬁpp. After performing the
integration over di,r only two integrals are left. From
Egs (B5), (B6) and (C5) we get for

2 A A2 2
Tpn = {|Tpr — 2A+1rpFrnA+ A+ 17 Ty A

and

_p\/—0032 :FA+1 1/ILLn—Azstoz—l- A:l-l) sin? o (C7)
— l 2 + ﬂr r +M 2
TdA = 4TpF 2(A+1) pF InA 4(A+1)2TnA
A+2 (A+2
+ / 1/'LLnAzstoz—i- A—:- 1)) 'LLT:A sin? . (C8)

1 m 5
= — —— COS“ «
PN A e Tiar

Here, z = an~RpF. We recall also that in Eq. (52) atn >

0 1/)pn (rpn) at 7, — 0o contains the asymptotic terms

(n)(+) el kdA TdA
T]%TL (rdA) ~ TdA ’

simplicity, neglected the Coulomb distortion. Then after
integration over di,r the leading asymptotic form of the
integrand with omitted Coulomb effects is a product of
highly oscillating at p — oo exponents:

oFi kpn Tpn

, while x; where we, for

e:I:ikpp TpF ei knaATna e:l:ikpn Tpn ei kaarqa
TpF TnA T2, TdA
e ! eirgla,2) (C9)
p5

Thus we need to estimate a highly oscillatory integral:

1 /2
Ji ~ lim dz/dasin2a0052a etr9(z) - (C10)
pP— 00
-1 0

Evidently that this integral and, hence, MEW (P, kqa)
vanishes at p — oo, whether a stationary phase point
does exist or not, because the integration brings p to the
denominator.

Now we proceed to MEW (P, kg4). We rewrite is as

MEW (P, Yega) = / dr,s / drprx ) (epr)

TnA<Rnpa

int)(—)* puy -
< YR 1) [Tor — Tpr] 0PN (1, 10a)

+ / dr, 4 / dr, Fx](o})*(rpF)

TnA<Rna

y ngt)(f)*( — = CDcc(+)(

rpa) [Tna— Tnal ¥, TpF, TnA)-

(C11)

Let first consider the first matrix element containing 7).
It is easy to show that this matrix element vanishes. Af-
ter transforming it into the surface integral over r,r we



get,

(rpr) TR (104)

/ dr,a /drpFX:(D;)*

TnA<Rna

— —
X |:TpF - TpF ryr, rnA)

/ Ay, , / dr,a YO

TnA<Rna

} \IJ_CDCC(Jr)(

- lim R?
2/L;DF Rprp—o0 P

X' F (rpr)

x Orpr
}

[\IJiCDCC(Jr) (rpF, rnA)

HpCPCC(H)

i (rpF, Tna)

8Tp ya

(C12)

— r
Xp F ( :DF) Y R,
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The matrix element containing n = 0 term of the CDCC
wave function vanishes because in the subspace r,4 <
R, 4 at rp,p — oo the deuteron bound state wave func-
tion exponentially fades away. The terms of the CDCC
wave function with n > 1 also produce vanishing matrix
element because the CDCC wave function corresponding
to these terms in the subspace r,4 < Rpa at m7pp — 00

(rn, A(;lecays as 1/ rg r, that the whole matrix element vanishes

MEY (P, kaa) = —ME (P, Kaa) = — / drpa /drpFng})*

TnA<Rna

1 )%
Ri 4 / drpe xSp " (rpr) [‘I’lc PO wyp, 1pa)

Hn A

2

0

ory,

2
p

3

as _lim RZp/R>p — 0. Thus we arrive at
Ryp—o00 p

«— —

(Tna) [Toa — T pa) WEPECED

K2

(rpr) 1,57

—)* — )% 0
ngA) (rna) — TnA) (rna) aTnA_

yODCOH)

K2

(rpr, rnA)]

(C13)
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